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Abstract. In this paper, we summarize the main achievements made in the 
4-year PUMS project during 2003-2007. The emphasis is on the practical im-
plementations, how we have moved from Matlab and Praat scripting to C/C++ 
implemented applications in Windows, UNIX, Linux and Symbian environ-
ments, with the motivation to enhance technology transfer. We summarize how 
the baseline methods have been implemented in practice, how the results are 
utilized in forensic applications, and compare recognition results to the state-of-
art and existing commercial products such as ASIS, FreeSpeech and VoiceNet. 

1   Introduction 

Voice-based person identification can be a useful tool in forensic research where any 
additional piece of information can guide the inspections to the correct track. Even if 
100% matching cannot be reached by the current technology, it may be enough to get 
the correct speaker ranked high enough among the tested ones. 

A state-of-art speaker recognition system consists of components shown in Fig. 1. 
The methods are based on short-term features such as mel-frequency cepstral coeffi-
cients (MFCCs), but two longer term features are considered here as well: long-term 
average spectrum (LTAS) and long-term distribution of the fundamental frequency 
(F0). After feature extraction, the similarity of a given test sample is measured to pre-
viously trained models stored in a speaker database. In person authentication applica-
tions, the similarity is measured relative to a known or estimated universal back-
ground model (UBM) which represents speech in general, and draw conclusion 
whether the sample should be accepted or rejected. Sometimes a match confidence 
measure is also desired. In forensics, it may be enough to find a small set (say 3-5) of 
the best matching speakers for further investigations by a specialist phonetician. 

In this paper, we overview the results of speaker recognition (SRE) research done 
within the Finnish nationwide PUMS1 project funded by TEKES2. The focus has been  
 

                                                           
1 Puheteknologian uudet menetelmät ja sovellukset – New methods and applications of speech 

technology (http://pums.fi). 
2 National Technology Agency of Finland (http://www.tekes.fi). 
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Fig. 1. Overall system diagram for speaker recognition 

to transfer research results into practical applications. We studied the existing SRE 
methodology and proposed several new solutions with practical usability and real-
time processing as our main motivations. As results of the project, we developed two 
pieces of software: WinSProfiler and EpocSProfiler. The first one is used by forensic 
researchers in the National Bureau of Investigations (NBI) in Finland, and the second 
is tailored to work in mobile environment. 

The rest of the paper is organized as follows. In Section 2, we review the feature ex-
traction and speaker modeling components used in this study, and study the effect of the 
voice activity detection by experimenting with several existing techniques and new ones 
developed during the project. Implementation aspects are covered in Section 3, and re-
sults of the implemented software are given in Section 4. The implemented methods are 
compared against two prototype systems developed for the NIST3 speaker recognition 
evaluation (SRE) competition4 in 2006. Conclusions are drawn in Section 5. 

2   Speaker Recognition 

2.1   Short-Term Spectral Features 

Our baseline method is based on the mel-frequency cepstral coefficients (MFCCs), 
which is a representation of an approximation of the short-term spectrum (Fig. 2). The 
audio signal is first divided into 30 ms long frames with 10 ms overlap. Each segment 
is then converted into spectral domain by the fast Fourier transform (FFT), filtered 
according to a psycho-acoustically motivated mel-scale frequency warping, where 
lower frequency components are emphasized more than the higher ones. The feature 
vector consists of 12 DCT magnitudes of filter output logarithms. The corresponding 
1st and 2nd temporal differences are also included to model the rate and acceleration of 
changes in the spectrum. The lowest MFCC coefficient (referred to as C0) represents  
 

                                                           
3 National institute of standards and technology. 
4 http://www.nist.gov/speech/tests/spk/2006 
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Fig. 2. Illustration of a sample spectrum and its approximation by cepstral coefficients 

the log-energy of the frame, and is removed as a form of energy normalization. Mean 
subtraction and variance normalization is then performed for each coefficient to have 
zero mean and unit variance over the utterance.  

The main benefit of using MFCC is that it is also used in speech recognition, and 
the same signal processing components can therefore be used for both. This is also its 
main drawback: the MFCC feature tends to capture information related to the speech 
content better than the personal speaker characteristics. If the MFCC features are  
applied as such, there is a danger that the recognition is mostly based on the content 
instead of the speaker identity. Another similar feature, linear prediction cepstral co-
efficients (LPCC), was also implemented and tested but the MFCC remained our 
choice of practice. 

2.2   Long Term Features 

Besides the short-term features, two longer-term features were studied: Long-term av-
erage spectrum (LTAS) and long-term distribution of the fundamental frequency (F0). 
The first one is motivated by the facts that it includes more spectral detail than MFCC 
and as a long time average it should be more robust on changing conditions. On the 
other hand, it is also criticized by the same reasons: it represents only averaged infor-
mation over time and all information about variance of the utterance is evidently lost. 

Results in [14] showed that LTAS provides only marginal additional improvement 
when fused with the stronger MFCC features, but at the cost of making the overall 
system more complex in terms of implementation and parameter tuning, see Fig. 3. 
Even though LTAS is used in forensic research for visual examination, its use in 
automatic analysis has no proven motives. 

Fundamental frequency, on the other hand, does contain speaker-specific informa-
tion, which is expected to be independent of the speech content. Since this informa-
tion is not captured by MFCCs, it can potentially improve recognition accuracy of the 
baseline system. However, it is not trivial to extract the F0 feature and use it in the 
matching process. These issues were extensively studied using combination of F0, its  
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Fig. 3. An attempt to improve the baseline by adding LTAS via classifier fusion. The difficulty 
of tuning the fusion weights is shown on left. The corresponding results of the best combination 
are shown on right for NIST 2001 corpus. 

derivative (delta), and the log-energy of the frame. This combination is referred to as 
prosody vector, and it was implemented in WinSProfiler 2.0. 

The results support the claim that the recognition accuracy of F0 is consistent un-
der changing conditions. In clean conditions, no improvement was obtained in com-
parison to the MFCC baseline. In noisy conditions (additive factory noise with 10 dB 
SNR), the inclusion of F0 improved the results according to our tests [12]. It is open 
whether this translates to real-life applications. With the NIST corpora (see Section 4) 
the effect of F0 is mostly insignificant, or even harmful, probably because the SNR of 
the NIST files is better than the 10 dB noise level of our simulations. 

2.3   Speaker Modeling and Matching 

After feature extraction, the similarity or dissimilarity of a given test sample to the 
trained models in a speaker database must be measured. We implemented the tradi-
tional Gaussian mixture model (GMM), where the speaker model is represented as a 
set of cluster means, covariance matrixes, and mixture weights, and a simpler solution 
based on vector quantization (VQ): estimated cluster centroids represent the speaker 
model. In [7], we found out that the simpler VQ model provides similar results with 
significantly less complex implementation than GMM. Nevertheless, both methods 
have been used and implemented in WinSProfiler 2.0. In the mobile implementation, 
only the VQ model was implemented at first. Later a new compact feature histogram 
model has been implemented as well. 

The background normalization (UBM) is crucial for successful verification. Exist-
ing solution known as maximum a posteriori (MAP) adaptation was originally formu-
lated for the GMM [21]. The essential difference to clustering-based methods is that 
the model is not constructed from scratch to approximate the distribution of feature 
vectors. Instead it is an iteration which starts from the background model. Similar so-
lution for the VQ model was then formulated during the project [7]. 

In addition to modeling a single feature set, a solution is needed to combine the re-
sults of independent classifiers. A linear weighting scheme optimized using Fisher’s 
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criterion and majority voting have been implemented. On the other hand, fusion is not 
necessarily wanted in practical solutions because the additional parameter tuning is 
non-trivial. In this sense, the performance of the method in WinSProfiler 2.0 could be 
improved but it is uncertain if it is worth it, or whether it would work in practical ap-
plication at all. The use of data fusion is more or less experimental and is not consid-
ered as a part of the baseline. 

2.4   Voice Activity Detection 

The goal of voice activity detection (VAD) is to divide a given input signal into parts 
that contain speech and the parts that contain background. In speaker recognition, we 
want to model the speaker only from the parts of a recording that contain speech. 

We carried out extensive study of several existing solutions, and developed a few 
new ones during the course of the project. Real-time operation is necessary in VAD 
applications such as speaker recognition where latency is an important issue in prac-
tice. The methods can also be classified according to whether separate training mate-
rial is needed (trained) or not (adaptive). Methods that operate without any training 
are typically based on short-term signal statistics. We consider the following non-
trained methods: Energy, LTSD, Periodicity and the current telecommunication stan-
dards: G729B, AMR1 and AMR2, see Table 1. 

Trained VAD methods construct separate speech and non-speech models based on 
annotated training data. The methods differ in both the type of used feature and 
model. We consider two methods based on MFCC features (SVM, GMM), and one 
based on short-term time series (STS). All of these methods were developed during 
the PUMS project. We also modified the LTSD method to adapt the noise model from 
a separate training material instead of using the beginning of the sound signal. 

Figure 4 shows an example of the process, where the speech waveform is trans-
formed frame by frame to the speech/non-speech decisions using the Periodicity-
based method [8]. First, features of the signal are calculated, and smoothed by taking  
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Fig. 4. Demonstration of voice activity detection from frame-wise scores to longer segments 
using Periodicity method [8] 
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Table 1. Speech detection rate (%) comparison of the VAD methods with the four data sets 

 VAD method NIST 2005 Bus stop Lab NBI 

Energy [24] 1.5 14.6 16.8 30.0 
LTSD [20] 40.0 19.2 14.4 31.8 
Periodicity [8] 3.2 21.9 9.9 21.4 
G729B [9] 8.9 6.5 7.9 13.3 
AMR1 [5] 5.5 5.7 7.2 21.8 

A
da

pt
iv

e 

AMR2 [5] 8.4 7.4 5.1 16.1 
SVM [14] 11.6 5.2 19.5 --- 
GMM [10] 8.8 7.5 9.7 --- 
LTSD [20] 1.3 6.2 14.9 --- 

T
ra

in
ed

 

STS (unpublished) 7.1 3.9 8.6 --- 
 

 

into account the neighboring frames (five frames in our tests). The final decisions 
(speech or non-speech) are made according to a user select threshold. In real applica-
tions, the problem of selecting the threshold should also be issued. 

The classification accuracy of the tested VAD methods is summarized in Table 1 
for the four datasets as documented in [25]. For G729B, AMR, and STS, we set the 
threshold when combining individual frame-wise decisions to one second resolution 
decisions, by counting the speech and non-speech frame proportions in each segment. 

For the NIST 2005 data, the simple energy-based and the trained LTSD provide the 
best results. This is not surprising since the parameters of the method have been opti-
mized for earlier NIST corpuses through extensive testing, and because the energy of 
the speech and non-speech segments is clearly different in most samples. Moreover, 
the trained LTSD clearly outperforms its adaptive variant because the noise model 
initialization failed on some of the NIST files, and caused high error values. 

The NBI data is the most challenging, and all adaptive methods have values higher 
than 10%. The best method is G729B with the error rate of 13%. It is an open ques-
tion how much better results could be reached if the trained VAD could be used for 
these data. However, in this case the training protocol and the amount of trained mate-
rial needed should be studied more closely.  

For WinSProfiler 2.13, we have implemented the three VAD methods that per-
formed best in NIST data: LTSD, Energy and Periodicity. Their effect on speaker 
verification accuracy is reported in Table 2. The advantage of using VAD in this ap-
plication with NIST 2006 corpus is obvious, but the choice between Energy and Pe-
riodicity is unclear. 

Table 2. Effect of VAD in speaker verification performance (error rate %) 

NIST 2001 NIST 2006  
Model size 512 Model size 64 Model size 512 

No VAD 13.6 16.0 44.4 
LTSD 12.4 13.7 35.8 
Energy 9.3 10.4 16.6 
Periodicity 8.5 9.6 16.8 
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3   Methods Implemented and Tested 

Experimentation using Praat and Matlab is rather easy and convenient for quick test-
ing of new ideas, but that is not true for technology transfer or larger scale develop-
ment. Our aim was to have the baseline methods implemented in C/C++ language for 
software integration with real products, and also for performing large scale tests. Ap-
plications were therefore built for three platforms: UNIX/Linux (SProfiler), Windows 
(WinSProfiler) and Symbian (EpocSProfiler), see Fig. 5. 

 

  

Fig. 5. Constructed applications where the developed SRE system was implemented during the 
project: SProfiler (not shown), WinSProfiler (left), and EpocSProfiler (right) 

3.1   Windows Application: WinSProfiler 

First applications (WinSProfiler 1.0 and EpocSProfiler 1.0) were developed based on 
speaker recognition library called Srlib2, which had clear specifications of the func-
tionalities of the training and matching operations. However, the functionality was too 
much tied with the user interface making porting to other platforms complicated. 

In order to avoid multiple updates for all software, the library was then re-
constructed step-by-step, ending up to a significant upgrade in 2006 and 2007, which 
was renamed to PSPS2 (portable speech processing system 2). Main motivation of 
this large but invisible work was that the software should be maintainable, modular, 
and portable. The following life cycle of the recognition library appeared during the 
project: Srlib1 (2003) → Srlib2 (2004) → Srlib3 (2005-2006) → PSPS2 (2006-2007). 

As a consequence, all the functionality in WinSProfiler was re-written to support 
the new architecture of the PSPS2 library so that all unnecessary dependencies be-
tween the user interface and the library functionality were finally cleared, and above 
all that the software would be flexible and configurable for testing new experimental 
methods. This happened as a background project during the last project year (2006-
07). Eventually a new version (WinSProfiler 2.0) was released in Spring 2007, and a 
series of upgrades were released since then: 2.1 (June-07) →  2.11 (July-07) →  2.12 
(Aug-07) →  2.13 (Oct-07) → 2.14 (June-08). 

The current version (WinSProfiler 2.14) is written completely using C++ language, 
consisting of the following components: 
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• Database library to handle storage of the speaker profiles. 
• Audio processing library to handle feature extraction and speaker modelling. 
• Recognition library to handle matching feature streams against speaker models. 
• Configurable audio processing and recognition components. 
• Graphical user interface. 
 

The GUI part is based on 3rd party C++ development library wxWidgets. Similarly, 
3rd party libraries libsndfile and portaudio were used for the audio processing, and 
SQLite3 was used for the database. The rest of the system is implemented by us: sig-
nal processing, speaker modeling, matching and graphical user interface. The new 
version was extensively tested, and the functioning of the recognition components 
was verified step-by-step with the old version (WinSProfiler 1.0). The new library ar-
chitecture is show in Fig. 6. 
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Fig. 6. Technical organization of the WinSProfiler 2.0 software 

3.2   Symbian Implementation: EpocSProfiler 

During the first project year, the development of a Symbian implementation was also 
started with the motivation to implement a demo application for Nokia Series 60 
phones. Research was carried on for faster matching techniques by speaker pruning, 
quantization and faster search structures [13]. The existing baseline (Srlib 2) was con-
verted to Symbian environment (Srlib 3) in order to have real-time MFCC signal 
processing, as well as instant on-device training, identification, and text-independent 
verification from spoken voice samples. 

The development of the EpocSProfiler software was made co-operatively with 
Nokia Research Center during the first project year, and the first version (EpocSPro-
filer 1.0, based on Srlib 2) was published in April 2004. The Symbian development 
was then separated from PUMS and further versions of the software (EpocSProfiler 
2.0) were developed separately, although within the same research group, using the 
same core library code, and mostly by the same people. 

The main challenge was that the CPU was limited to fixed-point arithmetic. Con-
version of floating point algorithms to fixed-point itself was rather straightforward but  
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the accuracy of the fixed-point MFCC was insufficient. Improved version was devel-
oped [22] by fine-tuned intermediate signal scaling, and more accurate 22/10 bit allo-
cation scheme of the FFT. 

Two voice model types were implemented: centroid model with MSE-based 
matching as the baseline and a new faster experimental feature histogram modelling 
with entropy-based matching was developed for EpocSProfiler 2.0. In identification, 
training and recognition response of the new histogram models on a Nokia 6630 de-
vice is about 1 second for a database of 45 speakers, whereas the training and identifi-
cation using the centroid model are both more than 100 times slower.  

3.3   Prototype Solutions for NIST Competition 

In addition to the developed software, two prototype systems were also considered 
based on the NIST 2006 evaluation. NIST organizes annually or bi-annually a speaker 
recognition evaluation (NIST SRE) competition. The organizers have collected 
speech material and then release part of it for benchmarking. Each sample has an 
identity label, gender, and other information like, for example, the spoken language. 
At the time of evaluation, NIST then sends to the participants a set of verification tri-
als (about 50.000 in the main category alone) with claimed identities of listed sound 
files. The participants must send their recognition results (accept or reject claim, and 
likelihood score) within 2-3 weeks. The results are released in a workshop and are 
available for all participants. 

For this purpose, we developed a prototype method for the NIST 2006 competition 
in collaboration with Institute for Infocomm Research (IIR) at Singapore5. This 
method is referred here as IIRJ. The main idea was to include three independent clas-
sifiers, and calculate overall result by classifier fusion. A variant of the baseline 
(SVM-LPCC) [4] with T-norm [1] was one component, F0 another one, and GMM 
tokenization [18] the third one (Fig. 9). In this way, different levels of speaker cues 
are extracted: spectral (SVM-LPCC), prosodic (F0), and high-level (GMM tokeniza-
tion). The LPCC feature showed slightly better results at IIR and replaced MFCC. 

As a state-of-art, we consider the method reported in [2]. It provided the best rec-
ognition performance in the main category (1conv-1conv) and is used here as a 
benchmark. This system was constructed by a combination of several MFCC-based 
subsystems similar to ours, combined by SVM-based data fusion [2]. Based on ana-
lytical comparison with our MFCC baseline, the main components missing from our 
software are heteroscedastic linear discriminant analysis (HLDA) [17], [3] and ei-
genchannel normalization [11]. 

The authors at the Brno University of Technology (BUT) later reported simplified 
variant of the method [3], showing that similar result can be achieved based on the 
carefully tuned baseline method without fusion and using multiple sub-systems. The 
authors of the method in [11] have also expressed the same motivation, i.e. to keep 
the method simple and avoid the use data fusion. The problem of data fusion in prac-
tical applications is that the additional parameter tuning is non-trivial, and its role is 
more or less for demonstrating theoretical limits that given system can reach. The fu-
sion implemented in WinSProfiler is therefore mainly for experimental purposes and 
not considered here as a part of the baseline. 
                                                           
5 Institute for Infocomm Research (I2R). 
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4   Summary of the Main Results 

Even though usability and compatibility are important issues for a practical applica-
tion, an important question is the identification accuracy the system can provide. We 
have therefore collected here the main recognition results of the methods developed 
during the project, and made an attempt to compare them with the state-of-the-art (ac-
cording to NIST evaluation), and provide indicative results from comparisons with 
existing commercial programs. The corpora used are summarized in Table 3. 

Table 3. Databases that have been used in the evaluation 

Corpus Trials Speakers 
Length of  

training data 
Length of  
test data 

NIST 2001 (core test) 22,418 174 2 min 2-60 s 
NIST 2006 (core test) 53,966 731 5 min 5 min 
Sepemco  494 45 12-60 s 9-60 s 
TIMIT 184,900 430 15-35 s 5-15 s 
NBI data 62 62 42-150 s 10-93 s 

4.1   Recognition Results 

The following methods have been included in the tests reported here: 

• WinSProfiler 1.0: An early demo version from 2005 using only the raw MFCC 
coefficients without deltas, normalization, and VAD. VQ model of size 64 is used. 

• WinSProfiler 2.0: A new version released in May 2007 based on the PSPS2 rec-
ognition library developed already in late 2006. Main differences were use of 
GMM-UBM, deltas, and normalization. The first version did use neither VAD nor 
gender information (specific for NIST corpus). 

• WinSProfiler 2.11: Version released in June 2007, now included gender informa-
tion (optional) and several VADs, of which the periodicity-based method [8] has 
been used for testing. 

• EpocSProfiler 2.1: Symbian version from October 2006. Corresponds to Win-
SProfiler 1.0 except that the histogram models are used instead of VQ. 

• NIST-IIRJ: Our joint submission with IIR to NIST competition based on the 
LPCC-SVM, GMM tokenization and F0 features, and fusion by NN and SVM, us-
ing Energy-based VAD. This system does not exist as a program, but the results 
have been constructed manually using scripting. 

• NIST state-of-the-art: The results released by the authors providing the winning 
method in NIST 2006 competition as a reference. 

 
The main results (verification accuracy) are summarized in Table 4 as far as available. 
The challenging NIST 2001 corpus has been used as the main benchmark since sum-
mer 2006. Most remarkable lesson is that, even though the results were reasonable for 
the easier datasets (TIMIT), they are devastating for the WinSProfiler 1.0 when NIST  
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Table 4. Summary of verification (equal error rate) results (0 % is best) using the NIST 2001, 
NIST 2006 and the Sepemco database 

Method and version Sepemco TIMIT  NIST 2001  NIST 2006 

EpocSProfiler 2.1 (2006) 12 % 8 % --- 46 % 
WinSProfiler 1.0 (2005) 24 % --- 33 % 48 % 
WinSProfiler 2.0 (no-vad) 7 % 3 % 16 % 45 % 
WinSProfiler 2.11 (2007) 13 % 9 % 11 % 17 % 
NIST submission (IIRJ) --- --- --- 7 % 
State-of-art [2] --- --- --- 4 % 

 
2006 was used. The most remarkable improvements have been achieved in the latter 
stage of the project since the release of the PSPS2 library used in WinSProfiler 2.11. 

Another observation is that the role of VAD was shown to be critical for NIST 
2006 evaluation (45% vs. 17%), but this did not generalize to Sepemco data (7% vs. 
13%). This arises the questions whether the database could be too specific, and how 
much the length of training material would change the design choices and parameters 
used (model sizes, use of VAD). Although NIST 2006 has a large number of speakers 
and huge amount of test samples, the length of the samples is typically long (5 min-
utes). Moreover, the speech samples are usually easy to differentiate from background 
by a simple energy-based VAD. The background noise level is also rather low. 

4.2   Comparisons with Commercial Products 

Speaker identification comparisons with three selected commercial software (ASIS, 
FreeSpeech, VoiceNet) are summarized in Table 5 using NBI material obtained by 
phone tapping (with permission). Earlier results with WinSProfiler 1.0 for different 
dataset have been reported in [19]. The current data (TAP) included two samples from 
62 male speakers: the longer sample was used for model training and the shorter one 
for testing. The following software has been tested: 

• WinSProfiler, Univ. of Joensuu, Finland, www.cs.joensuu.fi/sipu/ 
• ASIS, Agnitio, Spain, http://www.agnitio.es 
• FreeSpeech, PerSay, Israel, http://www.persay.com 
• VoiceNet, Speech Technology Center, Russia, http://www.speechpro.com 
• Batvox, Agnitio, Spain, http://www.agnitio.es 
 
The results have been provided by Tuija Niemi-Laitinen at the Crime laboratory in 
National Bureau of Investigation, Finland. The results are summarized as how many 
times the correct speaker is found as the first match, and how many times among the 
top-5 in the ranking. WinSProfiler 2.11 performed well in the comparison, which in-
dicates that it is at par with the commercial software (Table 5). 

Besides the recognition accuracy, WinSProfiler was highlighted as having good 
usability in the NBI tests, especially due to its ease of use, fast processing, and the ca-
pability to add multiple speakers into the database in one run. Improvements could be 
made for more user-friendly processing and analysis of the output score list though. 
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Table 5. Recognition accuracies (100% is best) of WinSProfiler 2.11 and the commercial soft-
ware for NBI data (TAP) 

Software 
Used sam-

ples 
Failed 

samples 
Top-1 Top-5 

ASIS 51 11 67 % 92 % 
WinSProfiler 2.11 (*) 51 11 53 % 100 % 
WinSProfiler 2.11 62 0 53 % 98 % 
FreeSpeech 61 1 74 % 98 % 
VoiceNet 38 24 29 % 52 % 

         (*) Selected sub-test with those 51 samples accepted by ASIS. 

 
Overall, the results indicated that there is large gap between the recognition accu-

racy obtained by the latest methods in research, and the accuracy obtained by avail-
able software (commercially or via the project). In NIST 2006 benchmarking, accu-
racy of about 4 to 7% could be reached by the state-or-the-art methods such as in [2], 
and by our own submission (IIRJ). 

Direct comparisons to our software WinSProfiler 2.11, and indirect comparisons to 
the commercial software gave us indications of how much is the difference between 
“what is” (commercial software, our prototype) and “what could be”. It demonstrates 
the fast development of the research in this area, but also shows the problem that tun-
ing towards one data can set lead undesired results for another data set. 

5   Conclusions 

Voice-based recognition is technically not mature, and the influence of background 
noise and changes in recording conditions affects too much the recognition accuracy 
to be used for access control as such. The technology, however, can already be used 
in forensic research where any additional piece of information can guide the inspec-
tions to the correct track. Even if 100% matching cannot currently be reached, it can 
be enough to detect the correct suspect high in ranking. 

In this paper, we have summarized our work that resulted in software called Win-
SProfiler that serves as a practical tool supporting the following features: 

• Speaker recognition and audio processing. 
• Speaker profiles in database. 
• Several models per speaker. 
• Digital filtering of audio files. 
• MFCC, F0 + energy and LTAS features. 
• GMM and VQ models (with and w/o UBM). 
• Voice activity detection by energy, LTSD and periodicity-based methods. 
• Keyword search (support for Finnish and English languages). 
• Fully portable (Windows, Linux and potentially Mac OS X). 

Extended version of this report appears in [6]. 
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