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Abstract. As Grid computing continues to gain popularity in the industry and 
research community, it also attracts more attention from the customer level. The 
large number of users and high frequency of job requests in the consumer 
market make it challenging. Clearly, all the current Client/Server(C/S)-based 
architecture will become unfeasible for supporting large-scale Grid applications 
due to its poor scalability and poor fault-tolerance. In this paper, based on our 
previous works [1, 2], a novel self-organized architecture to realize a highly 
scalable and flexible platform for Grids is proposed. Experimental results show 
that this architecture is suitable and efficient for consumer-oriented Grids. 
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1   Introduction 

Optical networking for Grid computing is an attractive proposition offering huge 
amount of affordable bandwidth and global reach of resources. Optical burst 
switching (OBS) [3], which combines the best of optical circuit switching (OCS) and 
optical packet switching (OPS), is widely regarded as a promising technology for 
supporting future Grid computing applications [4]. 

In recent years, the Grid over OBS architectures have been extensively studied [5-7]. 
The latest research proposed to use Session Initiation Protocol (SIP) to construct optical 
Grid architecture [8]. But to the best of the authors’ knowledge, these architectures are 
all conventional C/S model, in which the roles are well separated. All the grid resources 
publish their available resource information to the corresponding server (or SIP proxy). 
The job request is firstly sent to a server (or SIP proxy) for resource discovery, and if 
none satisfied resource is found, the request will then transferred to other server (or SIP 
proxy) for further handling. 

The Grid will open to the consumer market in the future, which is a challenge by 
the potentially large number of resources and users (perhaps millions), high frequency 
of job requests and considerable heterogeneity in resource types. Under this 
background, C/S-based optical Grid architecture will become unfeasible due to its 
poor scalability and poor fault-tolerance. In order to address this issue, a P2P-based 
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architecture is proposed in [1]. Compared with the conventional C/S solution, the 
significant improvement of the P2P-based architecture is the resource discovery 
scheme is fully decentralized. Experimental results in [1] show the P2P-based 
architecture can improve the network scalability and it is a better choice for large-
scale Grid applications. However, the shortcoming of the P2P-based solution is only 
the non-network resource is considered for resource discovery. So in the work of [2], 
we propose a self-organized resource discovery and management (SRDM) scheme, in 
which both the network resource and non-network resource are taken into account for 
resource discovery. But the resource reservation is not efficient enough in [2] and 
additional time delay will be introduced. So in this paper, based on [1] and [2], a 
novel self-organized architecture for optical Grid is investigated. Experimental results 
show that this architecture is suitable and efficient for Grid applications. Moreover, it 
outperforms our previous works [1, 2] for supporting future large-scale consumer-
oriented Grid computing applications.  

The rest of this paper is organized as follows. Section 2 proposes the self-organized 
optical Grid architecture. Section 3 investigates the signaling process in this 
architecture. Section 4 is the performance evaluation and experimental demonstration 
of the proposed architecture. Section 5 concludes this paper.  

2   Self-organized Network Architecture 

Fig.1 shows the self-organized architecture for Grid over OBS. The architecture is 
separated into 2 layers: transport layer and protocol layer. 

 

Fig. 1. Self-organized architecture for Grid over OBS 

The transport layer is the actual Grid network. Fig.1 shows a typical Grid over 
OBS infrastructure [4], that is, the Grid users/resources are divided into several Grid 
virtual organizations which are connected through OBS network. Two interfaces, 
Grid User Network Interface (GUNI) and Grid Resource Network Interface (GRNI) 
are used to connect Grid and OBS network.  

The protocol layer is used for implementing the resource discovery scheme. It is 
composed of the virtual nodes mapping from the Grid users/resources in the transport 
layer. The consistent hash function assigns each node in the protocol layer an m-bit 
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identifier (node ID) using SHA-1[9] as a base hash function. A node’s identifier is 
chosen by hashing the node’s IP address. In the rest of this paper, the term “node” 
will refer to either the actual node in transport layer or the virtual node in protocol 
layer, as will be clearly distinguished from context.  

In the self-organized architecture, each node maintains three tables, including 
Finger Table (FT), Latency Information Table (LIT) and Blocking Information Table 
(BIT). FT is a routing table (Fig.2(a)), which includes both the identifier and the IP 
address of the relevant node. Note that the first finger of n is the immediate successor 
of n on the protocol layer; for convenience we often refer to the first finger as the 
successor. The generation process and algorithm for FT is introduced in [1] in detail.  

 

Fig. 2. An example of (a) FT, (b) LIT and (c) BIT of node 10 (N10) 

LIT and BIT are used for storing the end-to-end latency and blocking probability 
from the current user to different resources respectively. Such information is obtained 
by self-learning mechanism. Once a resource is discovered, the IP address of this 
resource will be saved in LIT and BIT. For each resource, user periodically sends 
“Hello” signaling to it to get the end-to-end latency and save it in LIT. Meanwhile, 
user records the job history (success or failure), calculates job blocking probability for 
each resource and saves it in BIT. BIT is cleared in every T minutes to eliminate the 
out-of-data information. Fig.2(b) and Fig.2(c) show examples of the LIT and BIT of 
node 10. 

3   Signaling Process 

Fig.3(a) shows the signaling process for Grid applications in the self-organized 
architecture, which can be divided into 3 steps: preparation, resources discovery and 
job execution. A novel P2P protocol based on Chord [10] is integrated in this process. 

3.1   Preparation  

This step is used to generate Resource Publication Message (RPM), which can be 
further illustrated as Fig.3(b). In computational Grids, Grid resources can be divided 
into two types: static resources, including operation system configuration, system 
version, service types that this resource can provide, etc. and dynamic resources,  
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Fig. 3. (a) Signaling process (b) Resource Publication Message (RPM) generation (c) Protocol 
layer consisting of 11 virtual nodes storing 10 RPMs 

including idle CPU cycles, available disk space, free RAM, etc. The dynamic 
resource will be changed in the process of Grid job execution while the static resource 
will remain unchanged.  

Each resource in the Grid network is required to describe its available static 
resource and dynamic resource in the same description method and format which are 
needed to be negotiated by all the Grid users. This description format should be a 
structured naming or description, such as [11-12]. The RPM is composed of two 
parts. The top m bits are the key which is generated by hashing the static resource 
description using SHA-1, the rest bits are the dynamic resource description (DRD). 
The dynamic resource description is reversible and can be analyzed by every Grid 
user while the key is irreversible due to the SHA-1. The RPM of node n will be 
denoted by RPM (n, Key k, DRDn) in the remainder of this paper.  
  After the RPMs are generated, they will be published to nodes residing in the 
protocol layer, which is an identifier circle modulo 2m. As shown in Fig.3(c), RPM (n, 
Key k, DRDn) is assigned to the first node whose identifier is equal to or follows key 
k in the identifier space. This node is called the successor node of key k, denoted by 
successor(k). If identifiers are represented as a circle of numbers from 0 to 2m-1, then 
successor(k) is the first node clockwise from k. 

3.2   Resource Discovery, Reservation and Release 

The process of resource discovery, reservation and release is described in this section. 
Firstly, user can specify the job requirements and job characteristic (i.e. loss-
sensitivity or delay-sensitivity) through a web portal in which dynamic Web Service 
technology is implemented. After that, a job to be executed remotely will generate a 
Resource Discovery Message (RDM) according to its job requirements. The top m 
bits of RDM are also the key which is the hashing of the static resource requirements 
and the rest bits are the description of dynamic resource requirements (DRR) and the 
network information (NI). The input and output for generating NI can be described as 
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the following program. Based on the end-to-end latency/blocking information, the IP 
addresses of the resources (IP1,IP2,...,IPn), which are stored in LIT and BIT, are sorted 
into increasing order (IP’

1,IP
’
2,...,IP

’
n). After that, the reordering permutation 

(IP’
1,IP

’
2,...,IP

’
n) is saved in NI. These are several sorting algorithm, which is 

investigated in detail in [13]. Fig.4 (a) shows the generation process of RDM. The 
RDM with key k will be denoted by RDM (Key k, DRR, NI) in the rest of this paper. 

Program of the generation of network information (NI) in RDM 

program  
Input: (1)A sequence of IP addresses stored in LIT and 
BIT, IP1,IP2,...,IPn and (2)their corresponding end-to-
end latency L1,L2,...,Ln (Fig.2(b)) and (3)blocking 
probability value P1,P2,...,Pn (Fig.2(c))and (4)job 
characteristic specified by the user (i.e. loss-
sensitive, delay-sensitive) 

Output: A permutation (reordering) IP’

1,IP
’

2,...,IP
’

n of 
the input sequence such that L’

1≤L
’

2≤…≤L’

n (delay-
sensitive case)or P’

1≤P
’

2≤…≤P’

n(loss-sensitive case) 
end. 

The resource discovery process can be described as follows: an operation, 
find_successor, is firstly invokes at node n to find the key of RDM. If key falls 
between n and its successor, find_successor is finished and node n returns its 
successor. Otherwise, n searches its finger table for the node n’ whose ID most 
immediately precedes key, and then invokes find_successor at n’. The reason behind 
this choice of n’ is that the closer n’ is to key, the more it will know about the 
identifier circle in the region of key. When the key is found, the dynamic resource 
description will be compared to find out which node can meet the dynamic resource 
requirements of the job. After a list of candidate resources satisfying the specified 
requirement is obtained, i.e. list L, the (IP’

1,IP
’
2,...,IP

’
n) in NI will be compared to the 

IP addresses in L in order to choose a best resource (i.e. least latency or least 
blocking). First-fit mechanism is used here since the (IP’

1,IP
’
2,...,IP

’
n) in NI have been 

already sorted. If there is no relevant record in NI, an IP address is randomly selected 
from list L as resource discovery result. After a resource is chosen, non-network 
resource can be reserved by updating RPM. Together with OBS bandwidth 
reservation protocols (e.g. Just-Enough-Time (JET) [3]), the proposed self-organized 
architecture enables a more flexible end-to-end reservation (compared with [2]) of 
both network and non-network resources in a fully decentralized manner. Fig. 4(b) is  
 

 

Fig. 4. (a) Resource Discovery Message (RDM) generation (b) Path of a query for RDM 
(Key54, DRR, NI) starting at node 10 
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an example that node 10 wants to find the successor of RDM(Key54, DRR, NI). The 
number (1~5) in Fig.4(b) shows the resource discovery procedures.   

3.3   Job Execution 

Once the resource discovery result is obtained, the user will send the actual job to 
Edge Router (ER) for transmission to the resource. ER aggregates the job into optical 
bursts which then are sent to the reserved resources by utilizing JET bandwidth 
reservation scheme. The edge router is able to send data from different users to 
different reserved resources across the network. After the job is successful executed, 
the job results will be returned to the user, at the same time, updating the RPM to 
release the reserved non-network resources.  

4   Experimental Setup, Results and Discussions 

The experimental setup is shown in Fig.5. Grid users and resources were connected 
through JET-OBS testbed [14]. Various latency and blocking from users to resource 1 
and 2 was introduced by injecting background traffic. The resource discovery 
signaling (e.g. Hello, PRS) were encapsulated into bursts for transmission for 
avoiding the O/E/O conversion and message processing delay. About 1000 jobs were 
randomly generated with random resource requirement, job characteristic and start 
time (Fig.7 (a)). OBS edge routers and core routers were connected with fibre links in 
which two DWDM data channels (1554.94nm, 1556.55nm) and one dedicated control 
channel (1.31μm) are included. Bit-rate for all channels is 1.25Gbps.  

The experimental results (Fig.6) show that the proposed self-organized architecture 
can be well applied to optical Grid with different job burst size (Fig.6 (a, b)) and 
different job request frequency (Fig.6 (b, d)). The burst together with eye diagram 
(Fig.6(d, e)) show that 19.43dB extinction ratio can be achieved. In our experiment, 
the shortest resource discovery time is 31.25ms (Fig.7 (b)) and the longest resource 
discovery time is 640.625ms (Fig.7 (c)). For all the Grid jobs, the average resource 
discovery time is nearly 200 milliseconds and the lookup successful rate is 100%.  

 

Fig. 5. Experimental setup 

The results in Fig.7(d) show that self-organized architecture outperforms P2P-
based architecture [1] in terms of job blocking and end-to-end latency since the 
resource discovery in the self-organized architecture is capable of consideration of 
both network and non-network resources. It can be seen that in the self-organized 
architecture, each user has its own intelligence to manage resource discovery requests  
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Fig. 6. Experimental results (a) a small job encapsulated in a burst to transmit (b) a large job 
encapsulated in a burst to transmit (c) job result sent back to the user (d) several job 
transmission when the job request frequency is high (e) eye-diagram of job bursts 

 

Fig. 7. Experimental results (a) Web interface (b) shortest resource discovery time (c) longest 
resource discovery time (d) comparison of self-organized architecture and [1] 

and make proper decision based on its own information about the whole Grid 
network. Clearly, by employing this distributed mechanism, it is not necessary to 
deploy powerful centralized servers for storing Grid resource information, which 
enables to construct a more scalable and fault-tolerant network for large-scale 
consumer Grid.  

5   Conclusions 

In this paper, a novel self-organized architecture for optical Grid is proposed and this 
solution is experimentally demonstrated on OBS testbed. By introducing self-
organization in optical Grid, the disadvantages of the C/S-based Grid architecture are 
solved and many benefits are introduced to optical Grid due to the inherent 
advantages of self-organization (e.g. flexibility, scalability, fault-tolerance, etc.). The 
network resource and non-network resource are all taken into account for resource 
discovery in this architecture, which will result in better performance than our 
previous works. The experimental results verify that this architecture is suitable and 
efficient for future large-scale consumer-oriented Grid computing applications.  
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