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Abstract. In this paper we propose an efficient approach to determine
the optimal hops for multi-hop ad hoc wireless networks. Based on the
assumption that nodes use successive interference cancellation (SIC) and
maximal ratio combining (MRC) to deal with mutual interference and
to utilize all the received signal energy, we show that the signal-to-
interference-plus-noise ratio (SINR) of a node is determined only by the
nodes before it, not the nodes after it, along a packet forwarding path.
Based on this observation, we propose an iterative procedure to select
the relay nodes and to calculate the path SINR as well as capacity of
an arbitrary multi-hop packet forwarding path. The complexity of the
algorithm is extremely low, and scaling well with network size. The al-
gorithm is applicable in arbitrarily large networks. Its performance is
demonstrated as desirable by simulations. The algorithm can be helpful
in analyzing the performance of multi-hop wireless networks.

1 Introduction

Wireless grid has been a potential component of our information grid considering
that many different wireless devices have entered into people’s daily life. While
these wireless devices can be integrated directly with the conventional wireline
networks, they can also form ad hoc wireless networks for multi-hop data packet
exchange. There have been extensive investigations in multi-hop ad hoc wireless
networks, and some applications are also emerging.

Multi-hop ad hoc wireless networks consist of a large number of distributed
nodes. Typical examples include wireless sensor networks [1], networked robotic
systems and wireless ad-hoc networks. They have potentially wide applications
in military, industry, and even future homes. What make them unique are their
common characteristics, such as massively distributed yet redundant structure,
coordinated information processing among nodes with limited individual band-
width, energy and reliability, and large network size.

For such networks, network capacity is a critical concern not only because
large networks generate massive information for communications, but also be-
cause the communications capacity per node reduces with the increase of number
of nodes [2]. Differently from wired networks, nodes competition and cooperation
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in wireless networks make the hop selection and capacity optimization extremely
difficult. Wireless nodes can interfere each other when transmitting, but can also
help each other via relaying and cooperation. On the other hand, though interfer-
ence in general degrades signal-to-interference-plus-noise ratio (SINR), receiving
nodes may exploit some interference.

Capacity of wireless networks is still an open problem, with only some limited
research results in the literature. Among them there are results about the scaling
properties of large wireless networks with infinite size [2],[3],[4]. More detailed
capacity region results are available for small networks with one or two hops and
a few nodes only [5]. As a different approach, the method in [6] can calculate ca-
pacity regions for multi-hop wireless networks. However, because the complexity
increases rapidly, its application is limited to small networks with less than 15
nodes. In fact, brute-forth exhaustive methods rapidly become prohibitive even
for small networks.

Most wireless network routing protocols tend to avoid such special compe-
tition and cooperation issues [7], and thus can not provide optimal capacity
and performance. In contrast, their major purpose is to find a multi-hop data
packet forwarding path from the source to the destination in face of node move-
ment and link unreliability. The optimization of path capacity or the entire net-
work capacity is only secondary or given up due to complexity. There is another
class of methods that depend on sophisticated simulation techniques for network
optimization. In this direction, some of the new evolutionary computing tech-
niques have been adopted for the optimization of wireless sensor networks [8],
the throughput optimization of multi-hop wireless networks [9], optimal resource
allocation for wireless ATM networks [10], and optimizing wireless network
layouts [11].

The problem of hop selection and capacity optimization is still open but is
critical for multi-hop wireless network development and performance analysis.
In [14], we have analyzed the SINR of the nodes in a multi-hop data forwarding
path by considering the mutual interference among the transmission nodes (i.e.,
competition among nodes) and the exploitation all the transmission energies (i.e.,
cooperation among nodes). Our model leads to an important feature which is
that the SINR of a receiving node is determined by all the nodes before it, not the
nodes after it, in this transmission path. The hop section was then formulated
as a max-min optimization problem integrated with a dynamic programming
problem. While it provides us an affordable way for hop optimization in relatively
large networks, the complex is still too high for large networks with large number
of hops.

In this paper we develop a more efficient method that can efficiently optimize
hop selection for enhancing the capacity of a multi-hop transmission path. The
complexity of the new algorithm becomes extremely low, and is scaling well with
network size and hop count. It permits path capacity calculation in even large
wireless networks.

The organization of this paper is as follows. In Section 2, we give the multi-
hop wireless network model. Then in Section 3, we review the SINR analysis
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framework. The new method is developed in Section 4. Extensive simulations
are conducted in Section 5. Conclusions are then given in Section 6.

2 Multi-hop Wireless Network Model

We consider a wireless network with J + 1 nodes. Without loss of generality, we
let the nodes distribute uniformly within a square of L × L meters, as shown
in Fig. 1. For simplicity, we consider only one transmission path from a source
node, which we denote as node 0 with a position (0, 0), to a destination node,
which we denote as node J with a position (L, L). Any of the other J − 1 nodes,
which we denote as node 1 to node J − 1, may participate in the relaying. In
Fig. 1, a 3-hop transmission path is illustrated.

Let the distance between node i and node j be dij , and let each node have a
transmission power p if participating in transmission. If node i transmits with a
power p, then the received signal power at node j is pgij , where gij = d−α

ij with
the path loss exponent α. We do not consider other small scale fading in this
paper for simplicity. Obviously, we need to limit the minimum distance among
the nodes to be no less than 1 to avoid the impractical problem of receiving
power higher than transmission power.

The problem considered in this paper is the optimization of hop selection
in case H-hop relaying is required. The objective of such optimization is to
maximize the transmission capacity of H-hop path. In an H-hop transmission
path, the participation nodes are denoted as node 0, 1, · · · , H , where H = J ,
and each node i, for 1 ≤ i ≤ H − 1, is chosen from the rest J − 1 nodes without
repetition inside the network.

The transmission of packets follows a slotted structure, as shown in Fig. 2.
Specifically, in slot 1, node 0 transmits a packet to node 1. Note that all the
nodes (1 to H) can hear the transmission, but just having different received sig-
nal power because of the different distances to node 0. In general, the received
signal power of node i from this transmission can be described as pg0,i = pd−α

0,i ,
where 1 ≤ i ≤ H . Without loss of generality, we assume that node 1 have the
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Fig. 1. A wireless network with a source node transmitting packets to destination node
via a 3-hop relaying path
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Fig. 2. Transmission and receiving slots for the nodes in the relaying path

strongest received signal power. If the SINR of node 1 is large enough, then
node 1 can successfully decode the packet and retransmit it in slot 2. Mean-
while, simultaneously the node 0 transmits a new packet in slot 2. This means
that node 1 (and any other node) needs to receive and decode a new packet while
transmitting the current packet. This simultaneous transmission and receiving
assumption can greatly simplify our SINR and capacity analysis, because oth-
erwise we have to consider endlessly many different slot transmission schemes.
Later we will see that the simultaneous transmission does not cause theoretical
problems for the node to receive a new packet.

Therefore, node 0 begins transmitting packet 0 in slot 0, and transmits one
new packet in each subsequent slot. Node 1 begins transmission of packet 0 in
slot 1 while detecting the packet 1. It detects one new packet and transmits one
old packet simultaneously in each subsequent slot. So do all the other nodes 2
to H − 1, except that the node i begins transmission of packet 0 in slot i. The
destination node H = J conducts receiving and decoding in all slots.

Although we assume that a node can conduct transmission and receiving at
the same slot, it can not transmit and receive/decode the same packet simulta-
neously. Instead, a packet can be transmitted only after it was decoded during
the previous slots. This guarantees proper multi-hop relaying delays, i.e., the
larger the hop count H , the larger the delay, which is another important feature
of wireless multi-hop networks besides path capacity.

Referring to Fig. 2, the received signal of node j in slot k can be described as

xj(k) =
H−1∑

i=0

√
pgi,je

jθi,j u(k − i) +
√

Nvj(k), (1)

where u(k) denotes the signal of packet k, θi,j denotes the channel phase of the
propagation path from node i to node j, and vj(k) denotes the noise received
by node j in slot k. We assume that all the nodes have the same receiving noise
power N for simplicity, which means E[|vj(k)|2] = 1. In (1), u(k− i) means that
the node i transmits packet k − i in slot k. We have assumed that each node
applies the same encoding and modulation schemes for the same packet, and the
packet signal u(k) have unit norm E[|u(k)|2] = 1.
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From (1) we see that while node j is receiving signal xj(k) in slot k, it also
transmits a packet u(k−j). Obviously, in order to support continuous operation,
i.e., the node j transmits the packet u(k − j + 1) during slot k + 1, we need to
guarantee that the node j can detect the packet u(k − j + 1) in slot k using
the received signal xj(�) for all � = 0, · · · , k. Note that the signal xj(k) is a
composition of H packets transmitted by the H nodes (H − 1 relaying nodes
and the source node), which means that the packet u(k− j +1) is also contained
in previously received signals. Specifically, the packet u(k− j +1) is transmitted
by nodes 0 to j − 1 during slots k− j +1 to k, respectively. As a result, a better
strategy for the node j is to utilize received signals xj(�) for k − j + 1 ≤ � ≤ k
in order to detect the packet u(k − j + 1).

From the description of the signal model (1), we see that we have consid-
ered the two special properties of wireless networks: mutual interference among
nodes and cooperation among nodes. However, a packet is transmitted by only
one node in each slot, which means that we do not consider some more sophisti-
cated cooperation strategies, such as the simultaneous transmission of a packet
by multiple nodes [12], [13]. In addition, we consider only decode-and-forward
relaying, not amplify-and-forward or others. Each node in the H-hop path needs
to be able to decode each packet successfully. Based on this fact, we will derive
the SINR of each node, from which the capacity of this node is available, and
the capacity of this H-hop path can be derived as the minimum capacity among
the H receiving nodes. The problem of hop selection and capacity optimization
thus becomes a max-min optimization.

3 SINR Analysis and Optimization

In this section, we first derive the SINR expression for each node, then propose
a method to find the optimal hop nodes for an H-hop relaying path.

3.1 SINR Analysis for Each Node

Recall that the node j needs to be able to decode the packet u(k− j + 1) in slot
k using the received signals xj(�) for k− j + 1 ≤ � ≤ k. Nevertheless, the signals
xj(�) can be further simplified.

From (1), we see that in slot k, the node j−1 transmits the packet u(k−j+1)
to the node j, while all other nodes’ signals are looked as interference by the
node j. Among the H packets that contained in xj(k) in (1), the node j has
already decoded and thus knows H − j of them. In fact, the node j has already
transmitted or is transmitting these H − j packets. Specifically, the packets
transmitted by any node i >= j, including the node j itself, are known to the
node j. Only the packages transmitted by nodes i < j are new to the node j.
Therefore, using successive interference cancellation (SIC) and knowledge of all
channels, the node j can remove the known packets from (1) and reduce xj(k)
to

x̂j(k) =
j−1∑

i=0

√
pgi,je

jθi,j u(k − i) +
√

Nvj(k). (2)
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For this signal, the signal-to-interference plus noise ratio (SINR) is

sj(k) =
pgj−1,j∑j−2

i=0 pgi,j + N
. (3)

However, this is not the only signal that the node j has for the detection of
packet u(k − j + 1), and thus this SINR can be improve by other signals. In the
slot k − 1, the node j has obtained a signal similar to (2), which is

xj(k − 1) =
j−1∑

i=0

√
pgi,je

jθi,j u(k − 1 − i) +
√

Nvj(k − 1). (4)

In the slot k − 1, it should have decoded and thus known the packet u(k − j).
Then it can now remove this packet and reduce (4) to

x̂j(k − 1) =
j−2∑

i=0

√
pgi,je

jθi,j u(k − 1 − i) +
√

Nvj(k − 1), (5)

which contains information about the package u(k − j + 1) as well. The SINR
for the signal (5) is

sj(k − 1) =
pgj−2,j∑j−3

i=0 pgi,j + N
. (6)

The above procedure can be easily extended to reducing all signals that con-
tains the packet u(k− j +1). Specifically, the node j can exploit its received and
processed signals in slots k − j + 1, · · · , k − 1, k, which have the general form as

x̂j(k − �) =
j−�−1∑

i=0

√
pgi,je

jθi,j u(k − � − i) +
√

Nvj(k − �), (7)

where � = j − 1, · · · , 0, to detect the packet u(k− j + 1). The SINR for x̂j(k− �)
is

sj(k − �) =
pgj−�−1,j∑j−�−2

i=0 pgi,j + N
. (8)

Now the node j has j received signals to detect a packet u(k − j + 1), which
needs to be optimally combined to maximize the SINR. One of the ways for
optimal combining is maximal ratio combining (MRC). In order to derive MRC,
we first need to normalize the signals x̂j(k−�) by their corresponding interference
plus noise power. Specifically, the interference plus noise power of the signal
x̂j(k − �) is

Ij(k − �) =
j−�−2∑

i=0

pgi,j + N, (9)

which is exactly the denominator of (8). Then the signals can be normalized as

x̃j(k − �) =
1√

Ij(k − �)
x̂j(k − �). (10)

Note that after normalization, the SINR for x̃j(k − �) is still (8).
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Then the MRC is conducted as

yj(k) =
j−1∑

�=0

a�x̃j(k − �), (11)

with combining weights a�. The optimization objective is to maximize the SINR
of yj(k), which we denote as sj .

Proposition 1. With the optimal MRC coefficients

a� =
√

sj(k − �)e−jθj−�−1,j , (12)

the SINR of yj(k) in (11) is maximized and equals to the summation of individual
SINR in (8), i.e.,

sj =
j−1∑

�=0

sj(k − �). (13)

Proof. See [14]. ��
Based on Proposition 1 and (13), we can calculate the SINR for a node j in an
H-hop relaying path when detecting packets as

sj =
j−1∑

�=0

pgj−�−1,j∑j−�−2
i=0 pgi,j + N

, (14)

for any node j = 1, · · · , H .
A interesting property is that the nodes i > j (after the node j) in the hop-

chain do not play a role in the SINR of the node j. In contrast, the nodes i < j
(before the node j) in the hop-chain both contribute interference to reduce the
SINR and contribute useful signal to increase the SINR of the node j.

For the H-hop relaying path with node SINR sj , where j = 1, · · · , H , the
transmission capacity is

C1,···,H(H) = min
1≤j≤H

log2(1 + sj). (15)

Furthermore, in a network with J+1 nodes, in order to find the highest H-hop
transmission capacity from node 0 to node J , we need to select the best H − 1
nodes to form an H-hop transmission path that has the highest capacity. This
can be configured as a max-min optimization problem

C(H) = max
nodes {1,···,H−1}⊂{1,J−1}

C1,···,H(H). (16)

Unfortunately, exhaustive search of all possible node combinations becomes
prohibitive even for small J . Therefore we need to look for new methods with
reduced complexity.
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3.2 Hop Optimization in Source-Destination Line and Node
Selection

From the SINR expression (14), we have seen the complex relationship among
the nodes. For simplification, we consider the case that the first term in sj (with
� = 0) is the dominating one, i.e.,

pgj−1,j∑j−2
i=0 pgi,j + N

�
j−1∑

�=1

pgj−�−1,j∑j−�−2
i=0 pgi,j + N

. (17)

Intuitively, this means that the transmission of the node j − 1 has a dominating
contribution to the received signal of the node j. Obviously, this is a reasonable
assumption for a fixed H hop count. Otherwise, if the first term is in-significant,
then the transmission of nodes 0 to j − 2 is even stronger than node j − 1 to the
node j. This means that the node j−1 in fact wastes its transmission power, and
this path can not have the highest capacity among the H-hop paths. Therefore,
there is no loss to avoid considering such cases.

Under the assumption (17), we can derive a simple way for selecting the hop
nodes to enhance the transmission capacity.

Proposition 2. For any H-hop relaying path, there exists a corresponding H-hop
relaying path along the line connecting the source and the destination that has
larger transmission capacity, if the nodes can be put in corresponding places on
this line.

Proof. See [14]. ��
The significance of Proposition 2 is that the upper bound of H-hop path capacity
can be found by a max-min optimization along the source-destination line. This
max-min optimization can be conducted relatively more efficiently. Specifically,
in order to find the highest capacity of H-hop relaying, we just need to find
H − 1 positions in the line that gives the highest SINR.

Let the parameter dk, k = 0, · · · , H−1, denote the distance between the node
k and the node k+1, respectively. Then the max-min optimization is formulated
as a constrained optimization

max
{dk}

min
1≤j≤H

j−1∑

�=0

p
(∑j−1

m=j−�−1 dm

)−α

∑j−�−2
i=0 p

(∑j−1
m=i dm

)−α

+ N
, (18)

under the constraint
∑H−1

k=0 dk = d0,J . We may also need the constraints dk ≥ 1
for k = 0, · · · , H − 1 to avoid the impractical case that small dk makes received
power larger than transmission power.

Unfortunately, the evaluation of the max-min optimization (18) is nontrivial,
and may only be conducted by numerical algorithms. Even with numerical eval-
uation, the results still rely on good initial conditions. Some simulation results
based on numerical optimization was given in [14].
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4 An Approximation Method to Optimize Hop Selection
for Arbitrary Networks

In this section, we develop a new method to solve the hop optimization problem.
We will first reduce the max-min optimization problem into a simple high-order
equation solving (or root finding) problem by taking some approximations. Then,
based on the roots, we propose an iterative algorithm to select hop nodes for
arbitrary H-hop wireless networks.

Let us begin from the node SINR expression (14). We can rewrite it as

sj =
pgj−1,j∑j−2

i=0 pgi,j + N
+

∑j−2
�=1

(∑ j−�−1
i=0 pgi,j+N

∑ j−�−2
i=0 pgi,j+N

− 1
)

+ pg0,j

N . (19)

Using the Schwartz inequality, we have

sj ≥ j j

√
pgj−1,j

N
− j + 1. (20)

Obviously, if we just use the right hand-side of equation (20) as a lower bound
of the SINR to conduct optimization, we can greatly simplify the problem.

Considering that gj−1,j = d−α
j−1, we can change (20) to

sj ≥ j

(
P

Ndα
j−1

) 1
j

− j + 1, j = 1, · · · , H. (21)

Note that our objective is to find the distance dj−1, for j = 1, · · · , H . Because
of the simplicity of (21), we can first try to describe the distances dj−1, j =
2, · · · , H , as function of d0. For this purpose, let us compare sj and s1.

For an optimally designed multi-hop path, we would like to let each of the
node have the highest available SINR, which can then enhance the SINR or
the capacity of the transmission path. Obviously, if node position is not a con-
straint, then the optimal solution would have sj = s1 for any j = 2, · · · , H . This
phenomenon was in fact observed when we conducted simulations in [14].

Therefore, if we let sj = s1, then we have

j

(
P

N

) 1
j

d
−α

j

j−1 − j + 1 =
P

N
d−α
0 . (22)

We need to describe dj−1 as a function of d0. However, (22) is still to complex
for this purpose. Fortunately, we can see that the residue factor (j − 1) in sj is
usually much smaller than the other parts. Remember that sj is SINR, which
is usually very large in value. Therefore, we can further approximate (22) by
skipping the factor (j − 1), which gives us

j

(
P

N

) 1
j

d
−α

j

j−1 =
P

N
d−α
0 . (23)
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From (23), we can derive

dj−1 = j
j
α

(
P

N

)− j−1
α

dj
0. (24)

Considering the optimization problem (18) in the straight line, i.e., with the
constraint

H∑

j=1

dj−1 = d0,J . (25)

Note that in [14], we conducted the numerical optimization (18) on a line (simi-
larly under constraint (25)), and then using the optimal hop points on this line
to select the relaying nodes. In this paper, we conduct the similar procedure,
with the much more simplified equation (24). One of the major differences is
that the max-min optimization (18) now is avoided.

Specifically, considering (24) and (25), we can find d0 by solving the following
equation

H∑

j=1

j
j
α

(
P

N

)− j−1
α

dj
0 = d0,J . (26)

Note that (26) is an H-order equation. From simulations, we find that it will
have only one real solution.

After finding the distance of the first hop d0, we can determine the distances
of all the other hops dj−1 by (24). However, because of the approximation nature
of (26), usually the accuracy of dj−1 for larger j is not high enough. To avoid
potential problems, we may just use d0 to determine the first hop node. Based
on this idea, we can use a iterative method to determine all the H hops. The
procedure is described as follows.

First, along the line from the source node to the destination node, we can find
the position of the first hop by solving (26) to find d0. Then we select a node
that is nearest to this point. Then, during the next iteration, we do the same
procedure along the line from this relay node to the destination node, i.e., we
solve (26) again (with different d0,J and total hops H − 1 though) to determine
the next relay. This relaying node is in fact the second hop node. This procedure
is repeated until all the H-hop nodes are determined.

This iterative procedure only uses the solution d0 which is the most accurate
one under the above mentioned approximation. Therefore, the accuracy of the
hop selection and optimization is approximately as much as possible. On the
other hand, the major advantage of this procedure, as compared with the dy-
namic programming procedure in [14], is that the complex is drastically reduced.
In fact, the complexity is nothing more than solving H−1 equations with orders
2 to H . The complex is linear to the hop number H , but is independent from
network size or total number of nodes J . As a result, it scales well with network
size.
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5 Simulations

In this section, we use Monte-Carlo simulations to verify the proposed method.
We assume L = 100 meters. For each hop count H , we use the iterative procedure
in Section 4 to determine the optimal relay locations. The corresponding path
capacity can also be calculated by (15)-(16). We normalize the path capacity
by the direct source to destination transmission capacity as C(H)/C(1). The
capacity based on numerical evaluation of (18) is shown in Fig. 4, where we
denote the numerical results as “analysis” results.

In Monte-Carlo simulations, for various node number J , we randomly place the
nodes. Then we simulate both the complete exhaustive search with complexity
(J − 1)× (J − 2)× · · · × (J −H) and the proposed algorithm with a complexity
MH . We denote them as “Exhaustive” and “Proposed” results in the figures.

In Fig. 3, we clearly see that the proposed method fits very well with the
complete exhaustive search. The error is very small, especially when the number
of nodes is not very small. In addition, the proposed method works for extremely
large number of nodes and long hops, where the exhaustive search method be-
comes computationally prohibitive. The average capacity increases when the
node number J increases, or when the hop count H increases.

In Fig. 4, we see that the maximum capacity obtained by the three ways fits
very well. When hop account is small, the analysis results and the results of the
proposed method are both almost identical to exhaustive search results. When
hop count H increases, however, the proposed method gives results smaller than
the analysis results, which is because the number of simulation iterations was
limited so we could not encounter those optimal node placements. In Fig. 5, we
further see that the maximum capacity found by our proposed method fits well
with the exhaustive search method.

From the results in Figs. 3-5, we can see that for multi-hop wireless networks,
the transmission capacity increases with the hop count. The more hops we can
use, the higher capacity we can get. This more or less fits the fact that more
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Fig. 8. Maximum capacity per hop as function of hop count H and node number J

transmission energy is used when more hops are involved. Therefore, another
way to compare the network capacity is to study the capacity normalized by the
transmission power, or the capacity per energy use. In our simulation, we use
the capacity divided by the hop count H to describe the capacity normalized by
total transmission energy. The results corresponding to Figs. 3-5 are now redraw
in Figs. 6-8. From these three figures, we can clearly see that using less number
of hops can increase the energy efficiency. The major reason might be that less
energy has to be used to combat mutual interference.
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