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Abstract. A model has been developed to provide an UPnP communication 
implementation that reduces QoS negotiation delay. The proposed model ex-
tends the UPnP QoS Architecture standard by adding status information about 
the network topology and the established traffic flows. The introduced exten-
sions are compatible to the existing UPnP standard. The implementation has 
been tested under different conditions and the obtained results confirm that  
response time can be reduced with respect to the standard architecture of  
about 60% to 92%. Furthermore, the implementation demonstrates that redun-
dant queries can be avoided while the management and distribution of the  
multimedia content will be optimized.  
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1   Introduction 

The number of mobile devices providing multimedia support is growing continu-
ously; several devices provide UPnP (Universal Plug and Play) functionality [1],  
implementing the UPnP Audiovisual (AV) architecture [2] that allows to act as a  
multimedia server or render (e.g. Nokia Nseries devices).   

The UPnP AV architecture defines interactions between an UPnP AV Control Point 
and multimedia devices. A Control Point coordinates and manages control messages 
sent to or received from multimedia devices. In a local network, all UPnP multimedia 
devices can be automatically discovered by the Control Point and any multimedia 
content will be directly transmitted from a server device to render device and not via 
the Control Point. UPnP Media Server and UPnP Media Renderer are two device types 
defined in the UPnP standard [3] in order to share and reproduce multimedia content. 

The UPnP Forum defined a specification for a QoS architecture for local networks 
[4] that is illustrated in Fig 1. This architecture allows deploying a system that is in 
charge of managing the quality for each communication request within the UPnP 
device network.   

Three types of entities are specified in the UPnP QoS architecture:  

 QosManager: manages the QoS provisioning for a certain traffic specification and 
calculates the path from origin to destination. 

 QosPolicyHolder: stores and manages traffic policies that will be applied to any 
reserved flow. 
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 QosDevice: stores the status of any QoS traffic in a device and it provides infor-
mation about the state and capabilities of a node. This entity is available for any 
device that supports a certain quality of service (e.g. mobile phone, PDA, Pock-
etPC, etc).   

The QoS architecture provides a better quality for content reproduction, but it is 
important to reduce the response time when a user wants to assign a new stream. That 
means, the time a user needs to wait until the system will enable or deny a request. 
This is reflected by a factor called quality of user experience (QoE). The standard 
QoS Architecture does not take in account this parameter, so it is one of the objectives 
of proposed model to reduce the response time and thus increase QoE. This goal is 
achieved by introducing states that extend the standard model. A state stores both 
devices capabilities and network topology. With this new extension, the QoS Manager 
will provide faster response times. The extensions are implemented in a modular way 
in order to maintain the compatibility to the original standard. 

This work is focused on optimizing the QoS Manager. Several recent publications 
address different aspects of service oriented architectures to improve the performance 
of the UPnP QoS Architecture in different ways. Some of them, like Choi [5], intro-
duce just an implementation of the basic elements of the UPnP AV and QoS architec-
tures. Others suggest extensions to allow the adaptation of the content. Ditze [6]  
considers adaptation after event-based detection of bottlenecks caused by variable 
bandwidth flows. Lee [7] dynamically adapts the characteristics of requested or estab-
lished flows after refusals to establish new traffic due to resource limitations. Other 
works deal with the OSGi framework [8] like N. Goeminne [9], who proposes an im-
plementation of the UPnP QoS architecture over OSGi, but without any extension. All 
alternative solutions should be considered and tested to maintain the compatibility with 
the Standard. 
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Fig. 1. UPnP QoS Architecture 
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The rest of the article is organized as follows. In the next section the whole model 
is presented underlining extensions, and each path is described in detail. Section 3 
presents the results of the new model evaluation and finally the conclusions and the 
directions for future works are presented. 

2   Quality of Service Extension of the UPnP Standard 

When two UPnP AV devices want to exchange multimedia contents, the AV Control 
Point acts as a mediator that demands a QoS reservation for the transmission. Always 
when a new traffic request arrives, the AV Control Point checks with the QoS Man-
ager whether it is possible to establish the traffic stream or not. Therefore, all  
involved devices must be checked for spare capacity and capability to establish the 
requested flow. Also a route between source and destination must be computed. This 
process will result in submitting redundant queries because the results of (derived 
from device requests and routes) already obtained information will not be maintained 
(nowadays, the QoS UPnP specification considers that already obtained information 
expires after submitting a new request). 

Now, the proposed extension intends to develop a new model based on a central-
ized storage and update of all data above mentioned: This will accelerate the respond 
time in the future, i.e. for new requests. As a result, there is no need to repeat the 
submission of queries already sent nor to derive and rebuilt the network topology 
information or any data from already assigned flows. 

The next subsections characterize the features introduced by the new model. Firstly 
all implement variants of the extended model are described, regarding both the new 
functionality and the new modules introduced. Afterwards, the new operation modes 
are explained together with their advantages and problems. 

2.1   QoS Architecture Extension  

The extension proposed by this architecture is based on the implementation of a cen-
tralized storage of the local network capabilities and topology, maintaining its state 
updated at any time. To achieve this objective, the current state of the network must 
be locally updated and maintained by the QoS Manager, using, for instance, a model 
that provides database support. As proposed in [10], two conceptually differentiated 
informational sets have to be stored and managed. Firstly, a topology holder describes 
the structure of the network by means of the storage of links and nodes and capabili-
ties of both of them. Secondly, traffic flows configured by the QoS subsystem are 
managed and stored by a flow holder.  

This differentiation between the concepts of available resources of the network (to-
pology) and QoS reservation information (flows) focuses on modularity which is the 
main guideline for the deployment of this model. As a result two modules will be 
implemented in the QoS Manager: Topology Holder and Flow Holder.  

Another important element of the extended architecture (see Figure 2) is the Infor-
mation Agent Subsystem (IAS). The IAS is in charge of updating any data managed by 
Topology Holder and by the Flow Holder. This will help to maintain the consistency 
between the real network status and the correspondent image stored by QoS Manager.  
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Fig. 2. Block diagram of the extended model of QoS UPnP standard. Details of the QoS Man-
ager modules. 

The IAS consists of a set of dedicated agents running as daemons in background 
and listening to UPnP events. They analyze state variables delivered by QoS Devices 
to extract and filter relevant data for databases (DB) associated to each of the agents, 
in order to provide real-time information about the home network. 

All these new modules together with those ones implementing the QoS system will 
be described in the next sub-sections. 

2.1.1   Topology Holder 
Calculates the route for a traffic flow, and stores the capabilities of devices in this 
path. This module maintains a topology DB that stores previously calculated routes, 
network topology and devices capabilities. Three agents are in charge of updating this 
DB in three different ways. 

Devices Management Agent (DMA) 
The DMA listens to events associated to attachment and registration of new QoS 
Devices which are sent during the discovery phase in the UPnP protocol; DMA inte-
grates new QoS Devices into the Topology DB and creates initial connections be-
tween every reachable node. 

Link Management Agent (LMA) 
The LMA updates the links between QoS Devices. The state variable associated to 
this agent is called PathInformation, defined in the UPnP QoS Device specification 
[11]. This agent indicates links between nodes. When a QoS Device has added to or 
removed from a home network, an event dispatches the value of the PathInformation. 
Once an event is detected by the LMA, it invokes routines from the Topology Holder 
that update connections between QoS Devices on the Topology DB. 
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Device Capabilities Management Agent (DCMA) 
This agent monitors available resources in each device attached to the network and 
updates this information in the topology DB. The information is obtained from a new 
state variable, called TrafficState, that is implemented in the new QoS Device model. 
This agent manages events published by all devices related to this variable, and it will 
update related values. 

2.1.2   Flow Holder 
The Flow Holder manages traffic flows currently configured in the UPnP QoS sub-
system, allowing the Admission Control module to submit queries about the flow 
status. In order to do this, the Flow Holder module implements the required routines 
to manage a centralized Flow Database. It stores every flow introduced into the net-
work and all QoS Devices involved. 

Its execution is based on the “Flow Control Agent” (FCA) which runs in the back-
ground in order to catch events from the TrafficState variable to update the Flow 
Database with these values.  

2.1.3   QoS Manager Controller 
The QoS Manager Controller is the operational center of the QoS Manager. It acts as 
a scheduler that sequentially invokes tasks on the rest of modules in order to reserve, 
release or update traffic flows. When initializing the QoS subsystem, the QoS Man-
ager Controller starts every internal module specifying witch configuration is desired 
by user. 

2.1.4   Admission Control 
It implements the necessaries routines in order to decide whether a flow can be re-
served or not. Before the operation can be invoked, the Topology Holder and the 
Flow Holder must contain updated information that is reflecting the current network 
state. 

2.1.5   QoS Manager Service 
This module acts as an UPnP device towards any UPnP client (e.g. AV Control 
Point). It publishes all services necessary for instantiating, releasing or updating cer-
tain traffics within the UPnP network by redirecting all requests to the QoS Manager 
Controller.  

2.1.6   QoS Control Point 
This module implements an UPnP client, being in charge of registering all QoS devices 
attached to the local network and querying for all services they may offers. It acts as a 
proxy towards the QoS Manager Controller. It provides information about registered 
UPnP services, so that the QoS Manager Controller can access to the functionality. 

2.1.7   Policy Holder 
This module centralizes the storage and manipulation of admission policies of the 
network. When required, it provides the Admission Control with information needed 
to make a decision about accepting any flow. 
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UPnP QoS Policy Holder specification [12] defines only one action to recover poli-
cies from the Policy Holder database. The Admission Control module can query for 
policies related to one traffic specification that is included in the AV Control Point 
request (Traffic Descriptor). Typically, the QoS Manager receives several possibilities 
configurable specifications from the AV control point, so it needs to obtain more than 
one policy in order to take a decision on the admission of a particular flow. Therefore, 
the extended model implements a new functionality that allows the QoS Manager to 
ask for a list of policies at the same time. This feature saves processing time and 
avoids unnecessary iterations with the policy holder. 

2.1.8   QoS Device 
A new QoS Device only adds a one new state variable. Firstly, it consists of an event-
ing variable that reflects available resources per interface. This is a consequence of 
possible QoS actions (setup, release, and update traffics) and information derived 
from the last successfully completed action. Now, the ‘getQosState’ action belongs to 
the UPnP QoS Device specification that allows obtaining the same information from a 
specific QoS Device, but only on demand.  

This new feature provides QoS Device eventing directed to the QoS Manager. It is 
always executed when a request, a release or an update action has been submitted by the 
control point, and thus allowing the QoS Manager to keep track of all changes in devices. 

2.2   Operational Modes 

The operational modes describe several configurations of the QoS subsystem. They 
refer to the fact how modules work and how they cooperate to complete the QoS 
functionality. In the following, we enumerate some objectives that justify the defini-
tion of different operational modes:  

 Maintaining compatibility to the UPnP QoS v2 specification  
 Adapting to the home network environment behavior 
 Allowing administrators or advanced users to configure the QoS subsystem con-

form to the most suitable configuration and according to given circumstances 

2.2.1   Admission Control Operational Modes 
The Admission Control module implements several variations depending on which de-
vices which will be part of the decision process in a traffic flow. In this paper, the admis-
sion control mode that is defined in the UPnP QoS specification will be called hybrid 
mode. The extended model also includes the centralized and distributed Admission  
Control modes. Next, the three configurable modes will be described in detail. 

Hybrid Mode 
The admission control responsibility is shared between the QoS Manager and QoS 
Devices which are currently part (in the route) of the traffic flow. This mode avoids 
inconsistency when the QoS Manager counts on expired information about traffic in 
the network. This situation can occur when some of the QoS Devices of the network 
do not follow this QoS extended model. 

In this way, the Admission Control module filters the traffic specifications from 
the traffic descriptor that the AV Control Point provides. The filter is based on the 
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information provided by the Topology Holder. Then, the decision is communicated to 
QoS Devices waiting for the response to accept or reject a traffic reservation. Full 
agreement is required before a traffic flow can be accepted. 

Distributed Mode 
The QoS Manager delegates the responsibility of admitting or refusing a specific 
traffic flow to the QoS Devices. It only preserves the role of a router, looking for the 
nodes in the path from the source to the destination. Once a path has been identified, 
it obtains the list of the QoS Devices that will be asked for admission control as a 
result. The QoS Manager does not make any previous analysis, so it is possible that 
many traffic specifications must be requested before obtaining acceptance positive 
response from every device. Distributed admission control does not require that the 
QoS Manager previously knows about the traffic status because the admission algo-
rithm is applied only for QoS Devices based on their own real-time registration of the 
network status and traffic reservation. So, this is the most robust mode in the sense of 
consistency. Despite this advantage, distributed admission control generates high 
control overhead affecting other factors as e.g. efficiency. 

Centralized Mode 
In this mode, the QoS Manager is the only admission control authority. The admission 
action is supported by the information retrieved from the Topology Holder and the 
Flow Holder. Once the network and device capabilities are retrieved, this module uses 
this information to implement the admission routines and checking the possibility of 
introducing a new stream into the network. High efficiency improvement is expected 
due to the next two facts: 

 Control traffic reduction because of delegating the approval request to the de-
vices. 

 Exploitation of major QoS Manager computing capabilities due to the fact that it 
runs in a device providing high potential of computation capacities. This is dif-
ferent from QoS Devices that may run on devices with computation limitations. 

Due to the fact that decisions are not corroborated by the devices, this mode is vul-
nerable to possible mistakes in the information offered by the Topology Holder and 
Flow Holder. So, it is important to establish this modality always when an exhaustive 
network control is carried out. 

2.2.2   Information Agent Subsystem Operational Modes 
The operational modes of the IAS module refer to how agents are working and 
whether their main function is enabled or disabled. This main function, called event-
ing, has been explicitly explained before. So the different modes are: 

 The event-based mode: listening to events coming from QoS Devices and trig-
gering update tasks within databases. 

 Based on polling mode: forcing periodic checks. Agents ignore events but they 
periodically invoke actions from the QoS Devices that return values for each of 
the state variables assigned to each of the agents in the IAS. This operational 
mode makes sense in an environment that suffers from a high rate of non-UPnP 
traffic. This is because the QoS Device only throws an event when resources 
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have been increased or reduced after any UPnP traffic has been released or re-
served by the QoS subsystem. By forcing periodic polling, the QoS Manager is 
aware of any resource variation due to other kind of traffic, reducing inconsis-
tent data between the state of the network and its image stored in the QoS Man-
ager. Furthermore, efficiency of the QoS subsystem is affected by the polling  
interval.  

 The third mode allows merging the eventing operational modes and the periodic 
polling ones, depending on the device typology. In this way, a periodic polling 
for devices can be configured that is related to the QoS v2 standard and to the 
eventing mode for all others. This operational mode is justified by the objective 
of being compatible with QoS Devices from UPnP QoS v2, which do not in-
clude the TrafficState variable, which is needed by the Devices Capabilities 
Management Agent in order to execute database updating tasks, and to offer  
almost the same performance like the eventing mode. 

2.2.3   Topology Holder and Flow Holder Operational Modes 
Both the Topology Holder and the Flow Holder are continuously serving information 
to the Admission Control module. Independently of each other, they can be config-
ured to extract data from different sources, so they can be configured for two possible 
operational modes: local and remote. Whenever the Topology Holder and the Flow 
Holder are configured as local, they will receive data from the local databases (To-
pology DB and Flow DB) of the QoS Manager. If they work in remote mode, each 
one queries the correspondent QoS Devices in order to extract information about their 
current state.  

In the extended model explanation, the Flow Holder and the Topology Holder have 
been considered working in a local mode, saving control overhead because configur-
ing the remote mode involves several disadvantages which involve higher respond 
times: 

 Anytime a traffic reservation is requested, they must query all QoS Devices 
about topology and flow data. In a similar way, when a traffic release is re-
quested not only the devices in the path but every device must be informed.  

 Previously calculated routes by the Topology Holder are lost after each iterated 
traffic request.  

Nevertheless, the remote mode is a good decision whether a home network suffers 
from continuous changes. 

3   Evaluation Methodology 

In this section, the features offered by the extended UPnP QoS model are going to be 
analyzed. Table 1 lists a significant configuration subset that will be tested and com-
pared to the current UPnP QoS specification (#1 in Table 1). This makes it possible to 
observe individual improvements introduced by each of the new extensions. 

The evaluation scenario was composed of various UPnP devices working as QoS 
Devices, one QoS Manager and one QoS Policy Holder deployed at the same domain 
of a LAN network. 
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Table 1. Description of a subset of possible configurations for the QoS UPnP extended model. 
Configuration #1 works as the UPnP QoS standard. 

 Configuration modes Description 
#1  

Topology Holder: Remote  
Flow Holder: Remote 
Admission Control: Hybrid 
 

UPnP QoS Standard  
configuration. No topology or flow 
state are locally stored in the QoS 
Manager 

#2  
Topology Holder: Local  
Flow Holder: Local 
IAS: Event-based (DMA and LMA 
are enabled) & Polling (DCMA and FCA  
are disabled). 
Admission Control: Hybrid 
 

Fully compatible with the QoS 
UPnP standard. The TrafficState 
variable is not evented in this 
configuration. 

#3  
Topology Holder: Local  
Flow Holder:  Local 
IAS: Event-based (DMA, LMA, FCA 
and DCMA are enabled) 
Admission Control: Hybrid 
 

Complete extended model with 
hybrid admission control 

#4  
Topology Holder: Local  
Flow Holder: Local 
IAS: Event-based (DMA, LMA, FCA 
and DCMA are enabled) 
Admission Control: Centralized 
 

Complete extended model with 
centralized admission control. 
This configuration deploys the 
most efficient mechanisms of the 
extended model. 

#5  
Topology Holder: Local  
Flow Holder:  Local 
IAS:  Event-based (DMA, LMA, FCA 
and DCMA are enabled) 
Admission Control: Distributed 
 

Complete extended model with  
distributed admission control 

 
Efficiency assessment of each configuration was checked by measuring the  

response time to a traffic request and calculating the average (a.r.t.). Then, these val-
ues will be compared with those obtained with the UPnP QoS standard (#1 in  
Table 1) in order to show the efficiency improvement (e.i.) introduced by the new  
extensions.  

In the following two subsections, firstly the efficiency introduced by the new cen-
tralized storage of both topology and flows, will be studied. Finally it will discuss the 
modes in which the Admission Control can be configured, in addition to their  
capabilities and problems. 
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3.1   Centralized Topology and Agents 

The configurations #2 and #3 will be evaluated in this section. These configurations 
keep up the same admission control mode like the UPnP QoS standard. It allows cen-
tering the analysis in how the following features affect in the efficiency improvement: 

 The local support of topology and flow states. 
 Enabling or disabling event-based mode for different agents in the IAS. 

Table 2. Topology storage evaluation 

Configuration a.r.t. (ms) e.i. (%) 
#1 (reference configuration) 1400 - 

#2 1196 14% 
#3 554 60% 

 
As it can be seen in Table 2, when enabling the QoS UPnP standard behaviour (#1) 

with no local storage of topology and flow state, the QoS subsystem generate worse 
response times than in any other configuration.  

In the second configuration #2, the centralized management of the network state as 
well as agents DMA and LMA are enabled. This is a configuration fully compatible with 
UPnP QoS standard, so no extensions of the QoS Device service are required. This re-
sults in a noticeable improvement of the response time (14 %) with respect to the con-
figuration #1 due to the reduction of queries to the devices in order to obtain relevant 
information about their types and characteristics. However, the absence of DCMA makes 
it necessary to query for each device and about its capacities in order to receive its state.  

The configuration #3 deploys all the potential of the extended model (except for 
the hybrid admission control mode), which is based on a centralized management of 
the network state and an event-based updating model. This configuration requires that 
the QoS Devices of the network fit into the QoS extended model of the TrafficState 
variable. The results show that configuration #3 presents the best performance, be-
cause it substitutes network messages with databases queries in order to obtain the 
network topology and the devices capabilities. 

Therefore, the last two configurations (#2 and #3) show substantial improvements 
over the first one. In this way, it can be said that the new QoS Manager and QoS De-
vice extended models, introduce a remarkable improvement regarding the delays intro-
duced by the QoS negotiation. Furthermore, in the last case the relative efficiency, in 
terms of response time, is close to the 60% compared to the UPnP QoS standard. 

3.2   Admission Control Functionality 

This section evaluates the efficiency improvement obtained by the introduction of 
new Admission Control operational modes. To do this, all modules and agents re-
sponsible for the centralized management of the UPnP network state will be activated. 
The results will be compared to those ones obtained for the configuration #1, the 
UPnP QoS standard. 

Analyzing the results (see Table 3) for the different Admission Control operational 
modes, it appears that the centralized one (configuration #4) generates the best results, 
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Table 3. Admission Control modality evaluation 

Configuration a.r.t. (ms) e.i. (%) 
#1 (reference configuration) 1400 - 

#3 554 60% 
#4 99 92% 
#5 714 45% 

 
since it does not require communicating to devices in order to perform traffic man-
agement operations. However, this mode is vulnerable to inconsistent data received 
from the Topology Holder.  

The hybrid mode (configuration #3) presents a slightly higher response time be-
cause of the interactions between the Admission Control module of the QoS Manager 
and devices in order to compare the admission decisions. This pattern is also vulner-
able to inconsistent data received from the Topology Holder. Bit it prevents possible 
traffic admission errors.  

Finally, the distributed admission control mode (configuration #5) presents greater 
robustness but worse response times than the previous configurations. Robustness is 
due to the fact that admission decisions are only made by devices, independent of the 
state stored into the QoS Manager. The worse response time is due to the fact that 
devices must filter every traffic specifications. Furthermore, the interaction between 
the QoS Manager and the devices increases regarding to other configurations. In this 
way it can be said that this configuration is the less efficient but the surest. 

Thus, depending on the activity of the network and its features, a suited mode will be 
recommended. In very heterogeneous networks with a high degree of congestion, it is 
advisable to select distributed or at least hybrid admission control modes, which avoids 
problems due to potential inconsistencies within the database. On the other hand, net-
works with static features and not saturated status may go for a centralized admission 
control, benefiting from the high performance that this modality is capable of achieving. 

Finally, if the efficiency improvement of configurations #3, #4 and #5 are com-
pared to the QoS UPnP standard configuration (#1), it can be seen that any of the 
admission control procedures proposed in this paper have response times substantially 
better than those offered by the standard. 

4   Conclusions and Future Work 

The usability of multimedia services mainly depends on the capability to manage 
three aspects: the integration features of a multimedia infrastructure, the propagation 
and access to services and the ability to establish a QoS connection between a service 
provider and a consumer (device). The presented approach is focused on the third 
aspect, proposing a modular model, which extends the current UPnP QoS standard, 
capable of carrying out a centralised management of the network state, taking into 
account both flows and topology.  

The implemented system is fully configurable and capable of deploying different 
operation modes characterized by the retrieval of path and devices capabilities in a 
centralized or distributed way. The retrieval of the flows instantiated within a device 
in a centralized or distributed way, and the possibility to enable different admission 
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control strategies is reflected by the following possibilities: centralized (decided by 
the QoS manager), distributed (decided by the devices) or hybrid (decided by the 
devices & QoS manager).   

After a subsequent evaluation, it has been shown that the centralized storage para-
digm introduced in this system, shows substantial improvements in response time 
compared to the standard UPnP.  

The future work is aimed at providing the QoS Manager with the ability to main-
tain a control of the streams’ priorities. It will allow the AV control point evict lower 
priority flows for those with higher priority. The new model focuses on devices lo-
cated in the same domain. In the future this model can be extended to provide QoS 
between two devices located indifferent sub networks. 

Acknowledgment 

The work has been partly supported by the projects: INCARE (Spanish Ministry of 
Education and Science; TSI2006-13390-C02-01), RAUDOS (Spanish Ministry of 
Industry, Tourism and Commerce; TSI-020302-2008-115), OSAMI (Spanish Ministry 
of Industry, Tourism and Commerce; TSI-020400-2008-114) and Caring Cars (Span-
ish Ministry of Industry, Tourism and Commerce; FIT-340000-2006-166). 

References 

1. Universal Plug and Play (UPnP) Forum (April 2008), http://www.upnp.org/ 
2. Universal Plug and Play (UPnP) Forum, UPnP AV Architecture:1 (June 2002),  http:// 

www.upnp.org/specs/av/UPnP-av-AVArchitecture-v1-20020622.pdf 
3. Universal Plug and Play (UPnP) Forum, MediaServer V 2.0 and MediaRenderer V 2.0 

(March 2006), http://www.upnp.org/specs/av/ 
4. Universal Plug and Play (UPnP) Forum, Quality of Service V 2.0 (October 2006), 

http://www.upnp.org/specs/qos/ 
5. Choi, S., Kang, D., Lee, J.: An UPnP based Media Distribution System supporting QoS in a 

Converged Home Network. In: Network Operations and Management Symposium (2006) 
6. Ditze, M., Bresser, T.: Resource Adaptation for Audio-Visual Devices in the UPnP QoS 

Architecture. In: Proceedings of the 20th International Conference on Advanced Informa-
tion Networking and Applications (2006) 

7. Lee, H., Moon, S., Kim, J., Joe, D.: UPnP-based QoSAgent for QoS-guaranteed Streaming 
Service in Home Networks. In: IEEE CCNC 2006 Proceedings (2006) 

8. Open Service Gateway Initiative (OSGi) Alliance (April 2008), 
  http://www.osgi.org 

9. Goeminne, N., Cauwel, K., De Turck, F., Dhoedt, B.: Deploying QoS sensitive services in 
OSGi enabled home networks based on UPnP. In: Proceedings of the 2006 International 
Conference on Internet Computing & Conference on Computer Games Development, 
ICOMP 2006 (June 2006) 

10. Seepold, R., Martínez, N., Martínez, J.: QoS Management for Distributed Multimedia Ser-
vices. In: Krishnaswamy, D., Pfeifer, T., Raz, D. (eds.) MMNS 2007. LNCS, vol. 4787, 
pp. 183–186. Springer, Heidelberg (2007) 

11. Universal Plug and Play (UPnP) Forum, QosDevice V 2.0 (April 2008), 
  http://www.upnp.org/specs/qos/ 

12. Universal Plug and Play (UPnP) Forum, QosPolicyHolder V 2.0 (April 2008),  
  http://www.upnp.org/specs/qos/ 


	Extending UPnP QoS Standard for Reducing Response Delay in Multimedia Home Networks
	Introduction
	Quality of Service Extension of the UPnP Standard
	QoS Architecture Extension
	Operational Modes

	Evaluation Methodology
	Centralized Topology and Agents
	Admission Control Functionality

	Conclusions and Future Work
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Photoshop 4 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




