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Abstract. The exponential growth of online social network as communication
channel brought revolutionary changes in our daily lives. For the organizations,
Twitter can be used for many reasons. It can be used as a channel of commu-
nication for expressing thoughts, emotions, experiences, perspectives, and
opinions in a variety of topics and social interest. This study focused on the
information theoretic review of sentiment analysis and visualization in Twitter.
This paper examined the tweeter feeds from a select institution using a web-
based sentiment analysis tool for analyzing tweeter sentiment and tweet visu-
alization. This further investigates the clustering techniques and information
theory applied to visualize and analyze the sentiments in the tweeter feeds using
a query as the target of sentiments performed on over 1,500 tweeter feeds from a
select institution users. In this study, the individual tweets from the users were
converted into images and presented in forms of charts, graphs and diagrams to
discover the nature of activity of the users. In view of this, an approach to data
mining technique – Shannon information theory has been examined to analyze
and review how the estimated sentiment in the corpus of data extracted from the
tweeter feeds were processed and calculated. The tf-idf calculated for each query
term in tweeter feeds were converted into images using information theoretic
approach. With this, the nature of activity and opinions of the users in a select
institution were discovered. This study also described the tweeter sentiments in
an emotional scatter diagram mapped with pleasure and stimulation using the
Russel Model of Affect.
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1 Introduction

Twitter is an online social networks which became one of the most popular micro-
blogging services available in the web. As of midyear 2011, over 200 million tweets
has been posted in Twitter per day and this has been the subject of attention of
researchers of various organizations worldwide [1, 2]. The exponential growth of
online social network as communication channel brought revolutionary changes in our
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daily lives [3]. For the organizations, Twitter can be used for many reasons. It can be
used as a channel of communication for expressing thoughts, emotions, experiences,
perspectives, and opinions in a variety of topics and social interest [3, 4]. Conse-
quently, it serves as a valuable source of public opinion and communication [4].

Opinion Mining also called sentiment analysis, is the field of study that analyses
people’s opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards
entities such as products, services, organizations, individuals, issues, events, topics, and
their attributes [5]. It aims to pay attention and process the data being posted by the
users in a social media [2].

Sentiment Visualization converts twitter sentiments into images which allow the
viewer to see the values and the relationships of data as they form [6]. In this study, the
data from a select institution represented by individual tweets from the users were
converted into images and presented in forms of charts, graphs and diagrams to dis-
cover the nature of activity of the users. In view of this, an approach to data mining
technique – Shannon information theory has been examined to analyze and review how
the estimated sentiment in the corpus of data extracted from the tweeter feeds were
processed and calculated.

This paper utilized and described the tweeter feeds from a select institution using
SentimentViz - a web-based sentiment analysis tool for analyzing tweeter sentiment and
tweet visualization [7]. This further investigates the clustering techniques and infor-
mation theory applied to visualize and analyze the sentiments in the tweeter feeds using
a query as the target of sentiments performed on over 1,500 tweeter feeds from a select
institution users.

2 Related Works

This section reviews Shannon information theory and how it relates and intersects to
other field of studies such as mathematical or probability theory and algorithmic
complexity. This section relates the computational theory applied in sentiment visu-
alization and calculating the estimated sentiment of the twitter feeds.

2.1 Shannon Information Theory

In the early development of human communication, people used pictures, scripts,
codes, and symbols to represent objects and to communicate their ideas, actions,
names, or by association. In Shannon “theory of communication” which in the latter
called “theory of information” explains that the transmission of symbols, script, or
message involves sending of information through electronic signals. This communi-
cation model consists of transmitter, channel, and a receiver. In the information source,
message is being transmitted in a form of signal then, the received signal is sent to the
destination [8].

This is further refined in the standard communication model as the source or
encoder which translates the message into codes in the form of bits. A code is a set of
symbols or a language that is used to transmit message or thought on one or more
channel to get response in a receiver or decoder [8].
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Figure 1 show how the message is being transmitted to the receiver through a
channel. Whenever a message is transmitted, the noise source which refers to a number
of variables makes the message to be distorted or changed. Hence, makes the recipient
appear in a different state. These changes refers to entropy which measures the amount
of uncertainty of an unknown or random quantity [8]. This communication problem is
exactly what Shannon entropy theory tries to measure using the formulation:

H Xð Þ ¼ �
X

p xð Þ log2 p xð Þ

Over the years, Shannon theory has grown and evolved into modern communi-
cation from the attempts of several mathematicians and communication engineers to
define and establish how information source is being communicated and how it can be
measured [9]. In the same context, messages can also be transmitted through a form of
social media such as Twitter and then convey these messages in a form of data visu-
alization through digital and numeric calculation.

Figure 2 show that relationship of information theory to other fields [10]. In the
area of computer science and probability theory, Shannon’s quantification of entropy
initiate the ideas for a relationship with term frequency-inverse document frequency
(tf-idf) applied in this study to weight terms in the corpus of data extracted from the
tweeter feeds.

2.2 Term Frequency-Inverse Document Frequency (tf-idf)

One of themost commonly usedmeasures in information retrieval is the “term frequency-
inverse document frequency (td-idf). This information weighing schemes is used to
measure the probability-weighted amount of information in a given document [11].

In the conventional information theory, idf can be interpreted as ‘the amount of
information’ given as the log of the inverse probability [11, 12]. By definition, tf-idf is
a measure that multiples the two quantities tf and idf. With this, term frequency
provides estimation of the occurrences probability of a term when it is normalized by
the total frequency in the document, or the document collection, depending on the
scope of the calculation.

InformationSource Noise
Source

Destination

Transmitter Receiver

Message Message

Signal Received Signal

Fig. 1. Shannon model of information theory [8]
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Based on the basic formula of information theory [8, 10], a document is assumed to
be a given unordered set of terms. Let D = {dj, …, dn} be a set of documents and
W = {wi,…, wM} be as set of distinct terms contained in D. In this study, the documents
D is represented by a corpus of data extracted from the tweeter feeds while W is the
query term. The parameters N are the total numbers of documents while M are the
number of terms. In adapting the theory, selection of term wi from W and selection of
document dj from D are also considered [11].

To illustrate the probability distribution of terms in a set of documents, the amount
of information is calculated as illustrated in the figure below.

Figure 3 illustrates the calculation of expected mutual information when the user
submits a query term to process and how the document is being selected using the term.
In the estimate, the probability of query terms is represented by P(wi) while the
probability distribution on the selection of documents is represented by P(dj | wi). In
the process, the co-occurrences of documents and terms are calculated [11].

In this study, the text clustering of Twitter feeds were classified using the theory of
term frequency - inverse document frequency (TF-IDF). This measure is applied to
evaluate the importance of word to a document in a given data set. The number of times
a word appear in each tweet is proportional in the increase of importance and is offset
by the frequency of word in a data set [7]. The goal of tf-idf technique for text analysis
is to organize a document using a query term. This technique makes each tweet to be
classified into sentiments explored in this study.

INFORMATION
THEORY

Portfolio Theory

Kelly Gambling

Economics

Fig. 2. Relationship of information theory to other fields
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3 Methodology

3.1 Sentiment Analysis and Visualization

Sentiment analysis is extracting and understanding human emotions from any given
text, message or data. In general, sentiment analysis aims to classify documents into
polarity of tweets such as positive, negative, or neutral. However, the tf-idf classifi-
cation technique used in this study aims to classify documents into categories based on
query terms. Then, map the terms by emotions using the Russel Model of Affect. The
model used in this study proposed the use of valence (or pleasure) and arousal (or
stimulation) represented in 2 dimensional plane to build emotional interpersonal circle
of affect [7].

Figure 4 depicts the Russel Model of Affect which uses 2D plane emotional
dimensions to position feelings or emotions. Along the vertical axis represents arousal
(or stimulation) with intense or active on the upper quadrants and mild or passive on
the lower quadrants with different levels of pleasures in between. On the horizontal
axis, highly unpleasant and highly pleasant were mapped with different levels of
pleasure in between. This model suggested using valence (or pleasure) and arousal (or
stimulation) to build emotional interpersonal circle of affect [7].

3.2 Text Clustering Classification

For text clustering, the term frequency - inverse document frequency (tf-idf) was
applied to weight the importance of word in a document. Initially, the normalized term
frequency (tf) is computed. This refers to the number of times a query term appears in a
given data set. Then, the inverse document frequency (idf) is computed which refers to

P(wi, dj) = P(dj | wi) P(wi)

wi

dj

Co-occurrences of
documents and terms

P(wi)
Submits query terms

P(dj | wi)
Selects a document using the

term

Fig. 3. Calculation of expected mutual information
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the logarithm of the number of documents where the query term appears. The following
are the formula used to calculate tf-idf:

In computing the tf, all query terms from the select institution tweet feeds are
assumed to be equally important. However, there are terms such as “the”, “is”, and “of”
which may appear often but not as important as the query term. Therefore, an inverse
document term frequency is computed to balance down the frequent terms and measure
the non-frequent terms. Then, the tf-idf is computed by multiplying the result of term
frequency (tf) and the inverse document frequency (idf).

The query term in each tweet feed calculated to have the highest tf-idf result will be
selected for the estimate of sentiment. After weighing each term, the standard cosine
similarity is applied to compute the pairwise similarity between all pairs of tweets from
the corpus of data. The cosine similarity is used to compute for the Dot Product of two
vectors which refers to the position of one point in a plot relative to another.

Fig. 4. The Russel Model of Affect
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3.3 Estimating Sentiments

In estimating sentiment, an alternative method was used such as the use of dictionaries
to determine the sentiments on words along a given tweet or message. The dictionary
used in SentimentViz provided measures of valence and arousal for approximately
10,680 English words. As a result of previous research, words included in the dic-
tionary were selected as candidates to express emotion [7].

To compute for the estimated sentiment, ratings for the common words found in the
dictionary are combined with a mean rating and a standard deviation of the ratings for
each dimension rating. For each word wi in the tweet that exists in the tweeter visu-
alizer tool dictionary, word’s mean valence lv,i arousal la,i standard deviation of
valence rv,i and arousal ra,i are saved.

Table 1 shows that in the tweet posted on September 1, 2016, there were more than
two (2) words found in the dictionary. The words “high”, “school”, “open”, and
“low” has an overall valence of 5.55 while the overall mean arousal is 5.30. If a tweet
contains less than n = 2 words found in the dictionary, it is ignored because it has an
insufficient number of ratings to estimate its sentiment. The statistical average of the
n means and standard deviations is computed to obtain the tweet’s overall mean
valence Mv and arousal Ma [7].

3.4 Sentiment Visualization

In visualization of sentiments, each tweet’s estimated sentiment is represented by a
circle mapped by emotions. An unpleasant tweet is plotted in blue circles while
pleasant tweets are mapped in green circles. The stimulation or arousal is represented as
brighter circles which indicate that the brighter the circle, the more active are the
tweets. The confidence in the sentiment estimate is represented by the size and
transparency. The larger the sizes of the circle, the more confident are the estimates.

Table 1. Tweet valence and arousal
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Another measure of confidence of the tweet’s emotion is the transparency. The more
opaque or less transparent tweets, the more confident are the estimates.

Figure 5 illustrates how a single tweet with overall mean valence of 5.55 and
overall mean arousal of 5.30 is being plotted in an emotional map in horizontal and
vertical axes of pleasure and arousal. It further shows that the tweet lies on the upper
right quadrant in the Russel Model which depicts that the tweet is generally pleasant.

4 Results and Discussions

4.1 Select Institution Profile

This section describes the profile of the select institution in terms of frequency of posts
and number of user interactions. The corpus of data examined in this study were
gathered from the tweet feeds of a select institution from December 1, 2011 to June 29,
2016. The tweets were first analyzed by the average frequency per day, user mentions,
and hashtags; percentage of retweets, and replies; and percentage of tweets retweeted,
and retweets favorited.

As shown in Table 2, the analysis was performed over 1,557 tweets as corpus of
data subject for estimated sentiment. On the average, there was 0.93 mean frequency of
tweets posted each day and about 655 user mentions with 0.42 average number of
mentions per tweet, 1087 hashtags with 0.70 average number of hashtags, 83 retweets
or 5% retweets and 361 replies or 23% replies in the total of analyzed tweets. Tweets
retweeted has a frequency of 967 or 62.1% while tweets favorited has frequency of
1174 or 75.4%. This shows that the users has more interaction with each other as the
numbers calculated increases.

Fig. 5. Tweeter visualization
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4.2 Tweets Calculation Using a Query ‘Enrollment’

The following tables were the results from the query term ‘Enrollment’ or ‘Enrolment”
as the target of sentiments. The table shows the highlighted keywords found in the
dictionary and the corresponding measures of valence and arousal.

Table 3 depicts that the tweet feed dated June 8, 2016, 9:51 pm highlighted key-
words such as “situation”, “best”, “option”, “enroll”, “will”, “be”, and “enroll-
ment” which has an overall valence of 6.24 and an overall mean arousal of 3.86.

Table 4 shows that the tweet feed dated Oct 11, 2016 1:44am highlighted keywords
such as “Enroll”, “students”, “deficiencies”, “Please”, “See”, and “notice” which
has an overall valence of 5.35 and an overall mean arousal of 4.79.

Table 2. Tweets analytics of the select institution

Total of 1557 Tweets
From December 1, 2011 to June 29, 2016
Tweet activity Frequency Mean average Percentage

Tweets per day 0.93
User Mentions 655 0.42
Hashtags 1087 0.70
Retweets 83 5%
Replies 361 23%
Tweets retweeted 967 62.1%
Tweets favorited 1174 75.4%

Table 3. Tweets on enrollment dated June 8, 2016, 9:51 pm
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Table 5 shows that the tweet feed dated Oct 16, 2016 1:26am highlighted keywords
such as “concern”, “enrollment”, “Send”, “Be”, “glad”, and “address” which has an
overall valence of 5.80 and an overall mean arousal of 4.98.

Table 6 depicts that the tweet feed dated Oct 16, 2016 9:23am highlighted key-
words such as “thank”, “will”, “Be”, “address”, “concerns”, and “enrollment”
which has an overall valence of 5.84 and an overall mean arousal of 4.12.

Table 7 depicts that the tweet feed dated Oct 17, 2016 1:29am highlighted key-
words such as “please”, “check”, “website”, “enrollment”, “students”, and “follow”
which has an overall valence of 6.19 and an overall mean arousal of 4.67.

4.3 Tweeter Sentiment Visualization

The tweet feeds as a result of the query term “Enrollment” were estimated and mapped
in a scatterplot diagram to visualize the sentiments.

Table 4. Tweets on enrollment dated Oct 11, 2016 1:44 am

Table 5. Tweets on enrollment dated Oct 16, 2016 1:26 am
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Figure 6 demonstrates the visualization of the tweeter feeds streamed from the
corpus of data using the query term “Enrollment” as a target of sentiments. It further
revealed that the tweets lies on the right side of the scatterplot diagram which indicates
that the tweets using the query term “Enrollment” are generally pleasant.

Figure 7 demonstrates the general tweeter sentiments of the select institution
visualized in an emotional scatter diagram. It depicts that the general estimated sen-
timent reclined on the positive emotions where majority of the sentiments represented
by circles in color green are pleasant [7].

Table 7. Tweets on enrollment dated Oct 17, 2016 1:29 am

Table 6. Tweets on enrollment dated Oct 16, 2016 9:23 am
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Fig. 6. Tweeter sentiments on query term “Enrollment”

Fig. 7. General sentiments of the select institution
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5 Conclusions

Based on the information theoretic review of the study, tweeter feeds can be visualized
in a form of charts, graphs and diagrams. Understanding and extracting feelings or
emotions from messages or tweeter feeds can also be performed through sentiment
analysis. The tf-idf calculated for each query term in tweeter feeds were converted into
images using information theoretic approach. With this, the nature of activity and
opinions of the users in a select institution were discovered.

In the analysis performed over 1,557 tweets, there was 0.93 mean frequency of
tweets posted each day and about 655 user mentions per tweet, 1087 hashtags with 0.70
average number of hashtags, 83 retweets or 5% retweets and 361 replies or 23% replies
in the total of analyzed tweets. It showed that the users has more interaction with each
other as the numbers calculated increases. As to the query term “Enrollment” used as
the target of sentiment, there were 6 tweet feeds analyzed for estimated sentiment. It
was visualized that the tweets lie on the right side of the scatterplot diagram which
indicates that the tweets as to query term “Enrollment” were generally pleasant.
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