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Abstract. In the research cluster based logistic regression model on student
result, performance at computing department, and other demographics to predict
whether or not student will annually enroll if admitted that help the campus
administrators to manage registrations. In this study, deals with performance and
analysis of examination results’ performance of students from computing
department by also establishing general assessment. However, it cannot be
stand-alone and only serves to compliment campus administrator of decision
making procedure to manage registrations effectually. Predict students of edu-
cational performance are critical for scholastic departments because planned
program can be scheduled in maintaining performance of students during their
period of studies in departments. The demographic profile of students and fourth
year of academic are used as predictor variable for performance of students
educational in academic program.
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1 Introduction

Research purpose is data mining method’s efficiency apply in education and benefit
educational department better use this method to notify student graduation policies.
Advance university standing, improved student retention foremost to graduation
recovers admission executive and reduce on recruiting costs. From side of student,
retention chief to qualification was social, own and financial insinuations. This study’s
purpose was a variable’s prediction that needs influence on educational student’s
performance was significant as auxiliary programs could be applied to avoid failures.
It perceived relationship between the possibility of educational failure and level of
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knowledge in software engineering and computer science [9]. In this research, logistic
regression model to predict computing students’ performance in their four years using
educational, mental and professional learning and motivational policies as variables.
It was examined interactions between student and personal contextual characteristics,
educational preparation and performance traits, quantitative education by logistic
regression was conducted to scrutinize association between variables and ability to
predict student persistence in academic. It should do a better job of summit students’
wants and sighted them down to degree achievement. It is significant for the future of
students, higher education, and society as a whole.

Educational organizations are progressively interested in intensive care act of their
students, which contributes increase to necessity to investigation, collate, scrutinize and
interpret data, in order to have proof to notify an educational strategy that was for-
mulated to progress student’s performance, excellence training and support resources;
producing involvement policies to mitigate factors that will definitely influence student
performance.

The core research of department of Computing and Technology is to deliver quality
learning to students and to advance quality of decision-making. The approach to
accomplish quality level in academic is by learning information from instructive data to
study key attributes that might affect performance of students. It could be used to
suggestion supportive and positive references to educational organizers in department
to improve decision making process, educational performance of students, teaching and
reduce failure ratio, to well recognize behavior of students, to assist lecturers, and
various other profits [13].

Study on predicts feature causative to students of educational success would be
helpful to educational area, communal and others who is concerned with improving
performance of students throughout universities times.

Academic Data Mining was one of emerging field which comprise procedure of
examined students’ details by different elements such as earlier semester marks,
attendance, assignment, discussion, lab work were of used to improved bachelor
academic performance of students, and overcome difficulties of low ranks of students
[14]. It was extracted useful knowledge from academic students data collected from
department of Computing. Subsequently preprocessing data, which was applied data
mining techniques to discover classification and clustering and outlier detection. In this
study, classification method was described which based on K mean algorithm and
Cluster based logistic regression model for predicting the students’ efficiency of
academic.

2 Methodology

Figure 1 demonstrates of data preparation and data pre-processing contain data set that
taken student’s data from department of computing. The data preparation determination
was examined and transformed raw data in order to create them mean more and
improved data quality. Without data preparation, hidden information was not easily
accessed using data mining models [15]. Data Pre-processing step was executed to
develop excellence of data set through removed incomplete values. Data set
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considered, 61 records were removed from 660 entire data and simply 591 records were
prepared for data mining method later. When pre-processing method applied on data
set, 91 records were eliminated from data set of 591 records which left only 500 clean
records. The total, data of student comprised 160 missing values in numerous
parameters from 660 records was ignored from data set. The total numbers of records
was reduced to 500 [14].

It shows that data preparation to expose further concealed info in data by making
variables, and to clean raw data set by using the method of hybrid outlier detection.
Data set is organized for modeling; adapt clustering and predictive models to execute
the analysis. K-means clustering method is modified to divider sessions into three
player groups, at same the time, the target variable used in predictive models is also
generated. Model of logistic regression is practical to recognize which behavioral
pointers are highly related with gambling addiction because of its highest total
accuracy.

Clustering was recognized descriptive model, which dividers data into clusters set,
such as remarks with parallel appearances were assembled. Hence, the cluster was
collected of data items which were parallel to each one but disparate to those facts in
further clusters [2]. A good cluster model was hypothetical to ensure that intro cluster
resemblance was high, however intercluster resemble ought to be low [3]. Numerous
diverse cluster procedures were developed, but furthermost extensively used was
k-means algorithm that was also used in the study.

Fig. 1. Research schema of data analysis
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K-means attempted to divider n remarks in a data set into k number of clusters in
which every remark belongs to cluster with nearest centroid [2]. Additionally, clus-
tering was frequently significant beginning point to other forms of data modeling [6].

In this study, outlier detection and deletion is most significant task in phase of data
preparation as researchers identify numerous irrational items in the data set. The
presence of those irrational data points will introduce complexity into data models, and
finally reach specious deductions. Because of conduct review and compare different
methods in order to discover a most appropriate technique. Outlier referred to those
data points that were substantial unrelated in data set. While many outlier detection
approaches was proposed, most of them can be classified into four kinds, which are
distributed, density, distance and clustering based. Distribution method, for example
Standard Deviation is mainly applied to deal with univariate data set [5], but the data
set is multivariate with several variables.

MD analysis follows Chi-Square distributions, which have critical values table is
used as a means to determine threshold that is decided by significance level (p) and
degrees of freedom (df). The Significance level is usually set at 0.05 (p = 0.05), which
is most commonly used number and has already been accepted as a standard by
researchers [12]. Different Chi-Square test, MD is evaluated with degrees of freedom
equal to the number of independent variables involved in the calculation (df = n) [8].
Though the MD approach has been commonly used, some researchers pointed out that
it is not appropriate to deal with outliers in a large data set, since the distance between
observation and center of the whole data set needs to be calculated which increase the
computation time but decrease the accuracy [10].

Probabilistic classifier that is able to predict, input observation, a probability dis-
tribution over classes set, instead of output most likely class that observation has to
belong. It delivered classification that could be beneficial in own right [4].

Regression models were typically adapted to discover which predictors were highly
linked to variable, and how modifications of predicators affect aim variable. It was most
operative when it was used to predict data set taking big quantity of observations but
trivial variables number. Moreover, regression models effort fine to predict data set
when predicators and variable have underlying association and modifications between
them was estimated to be predictable [1].

A regression model was linear regression and logistic regression model usually
used. In investigation, logistic regression instead of linear regression as latter was
primarily applied to predict association between single input variable and aim variable
with category [6].

3 The Graduate Students Data Set and Preprocessing

The data set comprises graduate students’ information composed of Department of
computing and Technology. The student’s data set as sample data contains about 500
records and 13 attribute. Table 1 shows the attributes, description and the possible
values that exist in the data set.

The department of Computing and Technology awarded their graduate bachelor
degree included two areas for bachelor degree in Computer Science and Software
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Engineering. The data preparation and preprocessing of data set and to get better input
data for data mining techniques, It was some preprocessing for composing data earlier
loaded data set of software of data mining, immaterial attributes was removed. The
elements as selected as shows in Table 1 were treated by the rapid miner software to
apply the data mining approaches on them.

Figure 2 shows that two axis X and Y which was X include academic year and y
contains that distinguished actions of the centers for all three clusters (C1, C2, C3)
using K-mean algorithm in same dataset during the academic years. It is showing that
movements of the three clusters’ centers (shown as symbols circle, cross and triangle)
are volatile and they heavily depend on the random choice of academic year (shown as
colored circles, blue, red, green and orange). C1 Student ratio highest in first year, C2
Student ratio highest in second year and fourth year, and C3 Student ratio highest in
fourth year from academic year.

Predictor of educational failure or success such as statistically important (p � 0)
Fig. 3 indicate probability of achievement according to different values of continuous
variables where probability of achievement is directly proportional to score obtained in

Table 1. The graduate students data set description

Variable Description Possible values

Faculty The name of
the faculty

Computing

Computing program The name of
the program

BS (Computer Science), BS (Software
Engineering)

Bachelor academic
year

The year of
academic

1st Year, 2nd Year, 3rd Year, 4th Year

H.S.C or equivalent
study medium

The type of
medium

Urdu, English

1st year semester 1 Semester 1
(GPA)

GPA (1.00 to 4.00)

1st year semester 2 Semester 2
(GPA)

GPA (1.00 to 4.00)

2nd year semester 1 Semester 1
(GPA)

GPA (1.00 to 4.00)

2nd year semester 2 Semester 2
(GPA)

GPA (1.00 to 4.00)

3rd year semester 1 Semester 1
(GPA)

GPA (1.00 to 4.00)

3rd year semester 2 Semester 2
(GPA)

GPA (1.00 to 4.00)

4th year semester 1 Semester 1
(GPA)

GPA (1.00 to 4.00)

4th year semester 2 Semester 2
(GPA)

GPA (1.00 to 4.00)

Classes are mostly The procedure
of class

Lecture & discussion, lecture & lab, lecture,
discussion & practical lab, lecture based
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Fig. 2. Strength of students clusters wise using k mean. (Color figure online)

Fig. 3. Distribution of ‘Cluster’ grouped by ‘Bachelor Academic Year’ (relative probability)
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academic. Examining three clusters is different importance in cluster analysis that
distinguishable performing successfully [7]. Essential assumption in relation to
investigation is that data must be approximately distributed in year wise using K mean
cluster as C1 contain first year probability was 0.8, C2 have second year 0.7 probability
and third year 0.64 probability, and C3 in fourth year 0.59 probability.

Figure 4 illustrate that number of students was 500 in clusters as logistic regression
classifiers predicted in percentage of student as C1 96.9%, C2 98.5% and C3 97.3%.
C2 have highest percentage that was best cluster. It helps to find out which behavior are
highly related to dependence by identifying which predictor variables contribute more
to target variable. Figure 5 shows that two axes X and Y which was Y include aca-
demic year and X contains cluster (C1, C2, C3) that was proved as C2 best cluster
because student ratio is high.

However, it needs to check whether the logistic regression is statistically significant
by using the relative frequency ratio. If the probability in the graph is less than 0.05, the
Cluster is statistically significant and the predicator variables have an impact on the
target variable. Based on the result, the regression is finally determined to be applied
for cluster analysis that was C2 cluster probability ratio high (Fig. 6).

The comparison of clusters by performance indicators assists to find out unique
behavioral characteristics of each cluster and therefore to differentiate them. Typically,
researchers compare the cluster center of each variable within each cluster. But we
consider that comparison of cluster center is not sufficient since cluster center only
indicates the behavior of academic years in program and is highly affected by extreme

Fig. 4. Logistic regression (showing propor-
tion of predicted)

Fig. 5. Classify clusters (c1 c2 c3) using
logistic regression

Cluster and Logistic Regression Distribution of Students’ Performance 215



values within each cluster. Figure 7 shows that Number of clusters as logistic
regression classifiers reaches almost the same outcomes in terms of C1, C2 and C3. By
further looking at the logistical regression C1 is slightly better than C3. However, it is
hard to determine which cluster is better on basis of slight difference of cluster between
each logistic regression classifier.

In Fig. 8 logistic regression C1 (blue circle) at height zero and C2 (red cross) at
height one. Every cluster pushes on distribution, though not with equal force. The C2
push dividing line towards the C1 and C1 push it back towards the C2, that logistic

Fig. 6. Clarify the clusters (c1 c2 c3) of probability through logistic regression

Fig. 7. Probability measured cluster wise (C1, C2, C3).

216 N. Soomro et al.



regression algorithm selects could be thought of as equilibrium clusters of all these
forces. The distribution on lift includes blue circle in green part of distribution and vice
versa. The distribution on the right does a much better job of matching blue to blue and
green to green, so this would be closer to probability of cluster 1 (P(C1)) and proba-
bility of cluster 3 (P(C3)) chosen by logistic regression.

Distribution is close to plane on one side of line, but below plane on other side,
cross section of distribution is curve as logistic. Logistic regression is blue dots line at
height one, green and red dots lines points at height zero, distribution that minimizes
distances from distribution function based on logistic curve to dots lines and in plane.

Fig. 8. Logistic regression clusters difference of P(C1) and P(C2), P(C1) and P(C3). (Color
figure online)

Fig. 9. Logistic regression clusters difference of P(C1), P(C2) and P(C3). (Color figure online)
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It uses logistic function to fit output values between zero and one, just like a probability
[11]. Figure 9 shows that were three cluster difference in three clusters include P(C1)
logistic regression was R = 0.95 approximately 1.0 best score by regression line.

4 Conclusion

In this paper, students’ performance is known problem which has its importance in
found education and research strategies in order to raise quality level. The paper of
such phenomena is benefit to society; sought to analyze association between student
variables related with student determination and their capability to predict constant
enrollment. It requires fundamental measures to be taken to increase not only financial
situations but standards for research environment in university. Incessant development
of commercial situations of students and creation of non-stressful situations are
important aspects in growing performance of student. Consuming historic enrollment
information predictive model was made to estimate enrollment probability of future
student. Logistic regression classifier, related four year bachelor academic and demo-
graphic data on students to relative probability, was estimated. Subsequently enroll-
ment pattern may modification such as in Campus policies, model needs to be always
modified and validated year after year to improve its predictive power. This study
cannot be used as stand-alone but helps to admissions administrators in decision
making process to competently succeed enrollments.
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