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Abstract. Breast cancer is the most common cause of death among
women in the entire world and the second cause of death after lung
cancer. The use of automatic breast cancer detection and classification
might possibly enhance the survival rate of the patients through starting
early treatment. In this paper, the convolutional Neural Networks (CNN)
based feature extraction method is proposed. The features dimensionality
was reduced using Principal Component Analysis (PCA). The reduced
features are given to the K-Nearest Neighbors (KNN) to classify mam-
mograms as normal or abnormal using 10-fold cross-validation. The
experimental result of the proposed approach performed on Mammogra-
phy Image Analysis Society (MIAS) and Digital Database for Screening
Mammography (DDSM) datasets were found to be promising compared
to previous studies in the area of image processing, artificial intelligence
and CNN with an accuracy of 98.75% and 98.90% on MIAS and DDSM
dataset respectively.
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1 Introduction

Breast cancer is one of the most prevalent types of cancer and the second cause of
death among women [1,15,17,20,21]. In the USA breast cancer has been proven
to be the second cause of death for women after lung cancer [1,19,21,30]. There
are two severity of abnormalities associated with breast cancer cells: benign and
malignant. The benign ones are cancerous cells that do not grow to neighboring
tissues of the breast from where they originated and are no risk to life. The
malignant ones, however, are cancerous cells that multiply to other parts of
surrounding breast tissues from point of their origin and need to be treated as
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early as possible. Oliver explained the most common class of abnormalities that
can indicate breast cancer [2,12]. The abnormality class includes geometrical
asymmetries between left and right breast, normal architectural distortions of
the breast tissue, presence of calcifications in the breast, and presence of masses.
Breast cancer mass is a localized swelling or lump that appears to exist as benign
or malignant in the breast [2,12].

According to the recent review made by Palazuelos et al. [20], breast cancer
incidence rate has increased by 20% since 2008 and it is the most frequent diag-
nosed cancer. However, a study has shown that there is a decrease in mortality
rate by 14% [20]. The reasons for decrease in mortality rate include: (a) improve-
ment made on medical imaging technology for better visualization [18], and (b)
the start of better treatment plan especially in developed countries [20] and (c)
Computer Aided Detection and/Diagnosis (CAD). The CAD in turn enhanced
the efficiency of radiologists and eased early detection of the breast abnormalities
which indeed increased the survival rate of the patients through starting early
treatment [21]. However, building CAD system using machine learning algorithm
is not an easy task [5]. A set of features that well discriminate images from abnor-
mal and normal must be extracted to build a well performing machine learning
algorithms [5]. As cited in [5], X. Liu and J. Tang have explained how hand-
crafted method was used as a means of feature gathering and selection for mass
lesion classification. But it is time consuming and also dependent on experts’
knowledge.

As an alternative, deep learning became a choice to learn discriminant fea-
tures directly from the data itself without special design of feature detectors [5].
CNN is one among many to become popular in the area of large size image pro-
cessing. Based on the review made in [5,22], the success of CNN is proved to be
promising in shape recognition, mass lesion classification using texture features
and video recognition.

2 Convolutional Neural Networks

Convolutional Neural Networks are a biologically inspired variants of ordinary
Neural Networks like multilayer perceptrons (MLP) which reduces the com-
putational time and translational invariance [5,26]. Its major components are
convolutional layer, pooling layer, normalization layer and fully connected layer
[5,26]. And so far three different attempts are made to gain improvement in
CNN architecture and achieve better accuracy [22]. In [28] using smaller window
size and stride were made possible. In [27] training and testing the CNN over the
whole image at multiple scales is achieved. As a result of smaller convolutional
filters, authors in [22] have increased the depth of the convNet through increasing
convolutional layers, and among them convNet with 16 and 19 layers achieved
the best performance. The architectural overview of CNN is indicated in Fig. 1
and its detail can be found in [31] and Sect. 2.1 of [22]. Figure 1 depicts the basic
CNN architecture where two convolutional and two pooling layers are stacked
one after the other and then applied to the original images. In this architecture



Classification of Mammograms Using Convolutional Neural Network 91

the extracted features are given to the fully connected layers as input to make
classification. However, in our case the extracted features are fed to KNN after
dimensionality reduction. The convolutional layer is responsible to create the
feature mapping from the original image, and as indicated in Fig. 1, four feature
maps are generated after convolutional operation. The convolutional operation
is followed by the down-sampling operation using max-pooling layer to avoid
non-maximal values which in turn reduces the computation to the subsequent
upper layers [26,29].

Fig. 1. Basic layers (convolutional, pooling, fully-connected) build CNN architecture
from [26]. Convolutional layer is followed by pooling for down-sampling and in between,
rectified linear unit (ReLU) is used with element wise activation function like max(0, x)
without changing the size of the volume [22].

3 Related Work

There are many proposed and implemented approaches related to classification of
mammograms using different techniques on MIAS and DDSM datasets. However,
in this paper an attempt is made to briefly show the current state-of-the-arts
in the area of image processing techniques, artificial intelligence technique and
CNN.

In [4], the pixel-based approach is proposed to classify the mammograms
taken from MIAS database as tumor and non-tumor. The computed Gabor fea-
ture pool from the mammograms are given to the support vector machine (SVM)
classifier and obtained an accuracy of 80%.

In [10], a Particle Swarm Optimized Wavelet Neural Network (PSOWNN)
for classification and Laws Texture Energy measures for feature extraction are
proposed. A privately collected 216 mammograms are used for the experiment.
Features are extracted from region of interest (ROI) after segmentation. The aim
of the paper is to classify mammograms as normal or abnormal and the proposed
approach achieved an accuracy of 93.68%, sensitivity of 94.14%, specificity of
92.10% and area under the receiver operating characteristic curve(AUC) of 0.968.

In [9], a GLCM texture features extracted from MIAS database are used in
the proposed method. These features are given to Radial Basis Function Neu-
ral Network(RBFNN) as an input to classify the mammograms as normal or
abnormal. The method achieved an accuracy of 93.98%.
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In [8], 100 mammograms from MIAS database are used in their experiment
to classify the mammograms as normal, benign and malignant. Before ANN
classifier, the median filter and seeded region growing algorithm are applied to
mammograms to remove noise and artifacts. The rough-set theory based feature
selection algorithm is applied to the extracted 16 texture properties so as to
reduce the number of features to 5. And using these features, the ANN classifier
achieved a sensitivity of 98.6%, specificity of 89.3% and accuracy of 96%.

The mammograms from MIAS database is used in [7] as source image dataset
during classification of mammograms as normal and cancerous. The mammo-
grams are first enhanced and noise removal technique has been applied before
extracting the wavelet coefficients using generalized Gaussian density model.
Two classifiers are used in this paper and the accuracy achieved by Neural
Network with a Bayesian Back Propagation(NNBBP) algorithm is 97.08% and
95.42% by Artificial Neuro-Fuzzy Inference system (ANFIS).

In [6], high-level and middle-level features are extracted from images in
DDSM database using pre-trained CNN model at two different layers. The aim
of the paper is to classify the breast mass as bengin and malignant using SVM
as a classifier, which achieved an accuracy of 96.7%.

In [5], the performance of classifying mammography mass lesion as benign
and malignant has been increased from 0.787 to 0.822 in terms of area under
ROC. The features are extracted from the BCDR database, particularly BCDR-
F03, using the pre-trained CNN model and given as input to SVM classifier. In
this paper, data augmentation operation like flipping and rotation are applied
to the original images to achieve balanced dataset for each class.

4 Materials and Methods

4.1 Dataset

The proposed approach is applied on benchmark databases that many
researchers have used in previous breast cancer image analysis. The two
databases are DDSM [13] and MIAS [14,16]. There are 322 images in the MIAS
database with information that include character of background tissue, class of
abnormalities, severity of abnormality, central coordinate of abnormality, and
radius of circle enclosing abnormality [11].

The images used were 112 abnormal and 208 normal from MIAS database.
DDSM database contains 2620 cases and 43 volumes with images taken in MLO
and craniocaudal(CC) views. Similar number of images were used from DDSM
database.

4.2 Preprocessing

Preprocessing stage plays an important role in many image processing applica-
tion. To reduce the impact of dark parts in the borders of the mammograms,
cropping was performed. This stage also removes the background and artifacts
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Fig. 2. Framework of the proposed approach. Mammograms from MIAS and DDSM
is preprocessed and features are extracted using the pre-trained CNN model and nor-
malized. Finally PCA is used for features dimensionality reduction inside 10 fold cross
validation to train and evaluate the performance of KNN



94 T. G. Debelee et al.

on the original images [10]. For cropping, an algorithm that finds the first column
in the left of the mammograms in which the sum of the pixels is greater than
the threshold value is written. Then from this point the algorithm finds the first
column in the right where the sum of the pixels is less than the given threshold
value. The same cropping algorithm is applied to all mammograms used from
MIAS and DDSM databases. Then, image enhancement, noise removal, image
scaling and histogram equalization are applied to improve the quality of the
original mammograms. In Fig. 3, the original and contrast enhanced image after
cropping is given.

Fig. 3. Abnormal original image-MIAS (mdb015.pgm) (left), cropped and contrast
ehnanced image (right) from [14]

4.3 Feature Extraction and Selection

The major steps in CAD system are preprocessing, segmentation, feature extrac-
tion, feature selection and classification. Even so, the role of feature extraction
and selection are very significant on the performance of any classifier. After Pre-
processing and image segmentation, set of features are required for each image
that well represents the normal and abnormal mammograms. In this paper the
pre-trained CNN model in [22] is used to extract features from the dataset of
MIAS [3] and DDSM.

Once the features are extracted, classification can be performed as the next
step without feature selection. All extracted features don’t mean always impor-
tant for better classification accuracy [23]. Feature selection is a search method
that can be used to generate the subset of features [24]. It reduces the redun-
dant features and computational cost [23,24]. For this purpose, PCA is used in
dimensionality reduction.
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4.4 Classification

Classification is one of the major decision making step of image recognition to
separate mammogram whether cancerous or not. Among many of the classifiers,
Naive Bayes (NB), Support Vector Machine (SVM), K-Nearest Neighbor (KNN)
and Artificial Neural Networks (ANN), etc. are already introduced. In this paper
KNN is used as a classifier with an aim of separating the mammograms as normal
and abnormal.

KNN is one of the simplest and most important non-parameter algorithms
among the supervised learning algorithms. It memorizes the training set and
then predicts the label of any new instance based on the labels of its closest
neighbors in the training data set. The classification performance of KNN clas-
sifier is evaluated based on accuracy as indicated in Eq. 1 [6,24].

5 Result and Discussion

The experiment was done to evaluate the performance of KNN with K value of 3
on MIAS and DDSM databases. The feature vectors extracted is given as input to
the KNN classifier after PCS dimensionality reduction and trained using 10-fold
cross-validation. The performance of a classifier was evaluated using accuracy,
sensitivity and specificity as evaluation parameter. Given True Positive(TP),
True Negative(TN), False Negative(FN) and False Positive(FP), the accuracy,
sensitivity and specificity can be defined as:

Accuracy =
TP + TN

TP + FN + FP + TN
(1)

sensitivity =
TP

TP + FN
(2)

specificity =
TN

TN + FP
(3)

The experimental result shows that KNN has scored a higher performance in
terms of classification accuracy. The classification accuracy of KNN was 98.75%
and 98.90% for MIAS and DDSM databases respectively. The 2D visualization
of the data points after KNN is given in Fig. 4. It shows the classification bound-
ary with misclassified data points. The data points near the boundary lines were
checked to which image groups they belong to confirm that they are well clas-
sified or misclassified. The result of this study was also compared with previous
research outputs as indicated in Table 1 and this study scored a better classi-
fication accuracy, sensitivity and specificity. The comparison was conducted in
terms of time required to build the model during training and testing, and the
result indicates that, for both datasets, computational time is insignificant.

The feature vector after dimensionality reduction is also given to RBF and
SVM. The performance of both classifiers were evaluated in terms of sensitivity,
specificity and accuracy. They achieved better performance compared to the
state-of-the-art.
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Fig. 4. 2D visual observation of the data points and the decision boundary of a poly-
nomial of degree 3. The red data points represent data points from abnormal mam-
mograms and yellow represents data points from normal mammograms (Color figure
online)

Table 1. Comparison of proposed approach with previous studies

Author, year Dataset Accuracy(%)/

AUC

Features Classifier

J. Torrents-Barrena et al. 2014 MIAS 80.00 Gabor SVM

Y. A. Reyad and M. A. Berbar 2014 DDSM 98.63 Statistical and LBP SVM

W. Xie et al. 2016 MIAS, DDSM 96.02,95.73 - ELM

A. Alqoud and M. A. Jaffar 2016 MIAS 95.97 Gabor ANN

A. Alqoud and M. A. Jaffar 2016 MIAS 96.82 LBP ANN

A. Alqoud and M. A. Jaffar 2016 MIAS 98.72 Gabor and LBP ANN

J. Dheeba et al. 2016 Private dataset 93.68 - PSOWNN

Mellisa Pratiwi et al. 2015 MIAS 93.98 Texture RBFNN

W. Peng et al. 2016 MIAS 96.00 Texture ANN

Hela Mahersia et al. 2016 MIAS 97.08,95.42 - NNBBP, ANFIS

Zhicheng Jiao et al. 2016 DDSM 96.70 CNN based features SVM

John Arevalo et al. 2016 BCDR -/0.822 CNN based features SVM

Proposed approach MIAS, DDSM 98.75,98.90 CNN based features KNN

6 Conclusion

In this paper, a CNN based feature extraction method was proposed. The exper-
iment was done to evaluate the distinguishing power of the features using KNN
classifier. From the experimental result shown in previous section, the CNN based
Feature Extraction technique for automatic breast cancer detection and classifi-
cation is possible even without segmentation for region of interests. The results
achieved in this study for the two popular datasets, MIAS and DDSM are promis-
ing and encourage for further improvement with better segmentation algorithm.
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