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Abstract. Moving object detection plays a key role in surveillance systems,
vehicle and robot guidance, regardless of it is a very troublesome task. Detecting
as well as tracking objects in the video so as to distinguish motion features has
been rising as a concerning research/study area in image processing/computer
vision fields. One of the current demanding study area in computer/machine
vision domain are humans and vehicles motion video surveillance system in a
dynamic environment. It is considered as a big challenge for researchers to design
a good detection technique which is computationally efficient and consuming less
time. Moving object detection algorithms must be fast, reliable and vigorous to
make video surveillance systems so as to avoid terrorism, crime and etc. This
paper presents comparison of different detection schemes for segmenting/
detecting moving objects from the background environment. The algorithms are
adequate for adapting to dynamic scene condition, removing shadowing, and
distinguishing/identifying removed objects both in complex indoor and outdoor.
These algorithms are frame/temporal differencing (FD), simple adaptive back-
ground subtraction (BS), Mixture of Gaussian Model (MoG) and approximate
median filter. These algorithms are appropriate for real time surveillance appli-
cations and each of them have their own advantages and drawbacks.

Keywords: Surveillance system � Object detection � Segmentation
Temporal differencing � Gaussian mode � Approximate median filtering

1 Introduction

In computer vision/image processing the focus of research that tries to explore, admire
and monitor objects over a succession photographs is Video surveillance system.
Object detection and/or monitoring are the most essential and challenging duties in
bunches of vision system comparable to surveillance, automobile and self-reliant robot
navigation. There have been various studies about motion detection, tracking, classi-
fication and activity analysis in the lit. Due to dynamic scene in natural scenes like
abrupt illumination and change of climate, motions repetitiveness that cause clutter
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(tree leaves moving in blowing wind), motion detection is a troublesome issue to
process constantly. Numerous algorithms for detecting objects have been developed in
surveillance system. The making/attaining of best surveillance acquires fast,
reliable/constant, powerful and versatile algorithm for detecting and tracking moving
objects. Identifying/distinguishing object movements from a video sequence is a key
and critical task in numerous computer/machine vision applications. This paper exhi-
bits a comparative analysis of 4 types of motion detection algorithms for monitoring
outdoor and indoor scenes/environments. These methods are frame/temporal differ-
encing, Background subtraction, Mixture of Gaussian Model and approximate median
filtering. At last these four algorithms are compared and assessed.

2 Survey of Moving Object Detection Methods

Identifying the moving pixels (foreground) from the environment (background) is very
significant and troublesome. The initial step of a surveillance systems is detecting
foreground objects and this step requires efficient algorithm so as to develop reliable,
robust and fast system. This paper explores the four key algorithms (background
subtraction, frame differencing, approximate median filter and adaptive online Gaus-
sian mixture model) for detecting objects and analyze and test their differences as well
as their performances as discussed in the following sections.

2.1 Frame Differencing (FD)

This scheme detects moving regions/pixels by pixel-by-pixel difference of consecutive
(2 or 3) frames. FD is very good at adapting the scene changes dynamically but cannot
detect whole applicable pixels as well as stopped objects in the scene.

According to Lipton et al. [1], a two-frame differencing scheme can estimate the
foreground pixels if the Eq. 1.1 satisfies as follows. A pixel It(x, y) can be classified as
foreground if the difference between It(x, y) and It-1(x, y) is larger than Ith

jItðx; yÞ � It�1ðx; yÞj[ Ith ð1:1Þ

On the other hand the shortcoming of two frame differencing solved using three
frame differencing [2] as illustrated by Collins et al. [3]. Let Itðx; yÞ denotes the
intensity/gray-level value at position (x) and at time instance n of video image sequence
Iðx; yÞ in the range [0, 255]. The two- temporal differencing pixel is moving if it meets
the following rule:

jItðx; yÞ � It�1ðx; yÞj[ Th ð1:2Þ

Equation 1.2 cannot detect some of the pixels inside the object even if the object
moves due to the uniform color regions. The threshold, Th, is initially set to a pre-
determined value and later can be updated as follows:
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Thtþ 1 ¼ a � Thtðx; yÞþ ð1� aÞðc � jItðx; yÞ � It�1ðx; yÞjÞ; ðx; yÞ 2 Bg

Thtðx; yÞ; jðx; yÞ 2 Fg

�
ð1:3Þ

If a (updating parameter) set to 0, the background holds the image It�1 and this
value becomes similar to two-frame temporal differencing. FD algorithm can detect
only the exterior pixels and left the interior pixels which results in holes. The FD
methods, initially subtract the current pixel from the past/previous one. Then, the value
has compared with a particular threshold. Finally, if the result is larger than the
assigned value, then the pixel pertains/belongs to the foreground/detected, otherwise, it
pertains to the background/not detected. The FD detection technique is described
below.

2.2 Adaptive Mixture of Gaussian Model (MoG)

A dynamic model that can genuinely deal with change of lights, motions repetition,
clutter, adding or avoiding objects from the environment and slow motion objects are
proposed by Stauffer and Grimson [4]. Since a unimodal model could not manage noise
of image acquisition, change of light and etc. for a specific pixel at a time, they used a
MoG to denote each pixel in the model [4, 7]. In this model, the values of an individual
pixel over time is considered as a “pixel process” and the present history of individual
pixel {X1, …, Xt} is modeled by Gaussian mixture model or K. The probability of
looking present pixel value then becomes:

PðXtÞ ¼
Xk

i:t
xi;t � gðXi; li;t;

X
i;t

Þ ð1:4Þ

Where wi:t is an estimated weight of the ith Gaussian Gi;t at time t, li;t is mean value
of Gi:t and

P
i:t is the covariance matrix of Gi;t.

Fig. 1. Block diagram for frame differencing algorithm

Fig. 2. Temporal differencing algorithm
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The Gaussian probability density function can be:

gðXt; l;
X

Þ ¼ 1

ð2QÞn2jP j12
e
�1
2 ðXt�ltÞT

P�1ðxt�ltÞ
( )

ð1:5Þ

The value of K is decided by using the existed memory as well as power
calculation/computation. Moreover, the covariance matrix for efficient computation, is
described in Eq. 1.6 below, which assumes a unique (red, green and blue) color
components which have similar variance.

X
k;t

¼ a2k I ð1:6Þ

There are certain procedures for detecting foreground pixels. Initially, K distribu-
tions are initialized with defined mean, large variance and minimum prior weight. Then
sequence, type and RGB vector of the image will be estimated/determined against K till
match is available. Matching is defined as a pixel value in the range c = 2.5 standard
deviation. Next, the existing weights of K distributions will be updated as follows:

xk;t ¼ ð1� aÞxk;t�1 þ aðMk;tÞ ð1:7Þ

Where
a is the learning rate,
Mk;t is 1 for the matching Gaussian and 0 for the remaining distributions.
After this step the existing weights of the distributions are normalized and the

matching Gaussian are updated as follows for the new observation:

lt ¼ ð1� qÞlt�1 þ qðXtÞ ð1:8Þ

r2t ¼ ð1� qÞr2t�1 þ qðXt � ltÞTðXt � ltÞ ð1:9Þ

Where

q ¼ rgðXtjlk � rkÞ ð1:10Þ

If no match is found, the Gaussian distribution with the least probability is replaced
with a new distribution. Then the first B distributions are chosen as the background
model, where B = arg minb and T is the minimum portion of the pixel data that should
be accounted.

B ¼ arg minbð
XXb

k¼1

xk [ TÞ ð1:11Þ

If T is very small, the background is unimodal. Accumulated pixels define the
background Gaussian distribution whereas scattered pixels are classified as foreground.
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When the new frame incomes at times t + 1, a match test is made for each pixel if the
Mahalanobis distance is

sqrtððXtþ 1 � li;tÞT
X�1

i;t
ðXtþ 1:� li;tÞÞ\ kri;t ð1:12Þ

Where k is a constant threshold equal to 2.5.
Then, two cases can occur:

xi;tþ 1 ¼ ð1� aÞxi;t þ a ð1:13Þ

Where a is a certain constant learning rate

li;tþ 1 ¼ ð1� qÞli;t þ q:Xtþ 1 ð1:14Þ

r2i;tþ 1 ¼ ð1� qÞr2i;t þ qðXtþ 1 � li;tþ 1Þ:ðXtþ 1 � li;t�1ÞT ð1:15Þ

Where

q ¼ a:gðXtþ 1; lt;
X

t
Þ ð1:16Þ

For the unmatched component, l and
P

are unchanged, only the weight is replaced
by:

xj;tþ 1 ¼ ð1� aÞxj;t ð1:17Þ

Once the parameters maintenance is made, foreground detection can be made and
so on [5, 6].

2.3 Background Subtraction (BS)

A Scheme used for object detection in motionless scenes/environment is BS [6]. BS is
performed by subtraction of current/present and reference/background frame to detect
moving parts/regions. The pixel difference larger than the threshold is assumed as
foreground/detected. After creating a detection pixels map, some morphological post
processing (dilation/expanding, erosion/shrinking, and closing) are performed so as to
minimize noise and enhancing the detected/foreground regions. The background is
updated with new images over time to adapt a changing environment.

The simple type of BS method was presented by Heikkila and Silven as shown in
Eq. 1.18 below. A pixel at location ðx; yÞ in the present/current image It is marked as
foreground if

jItðx; yÞ � Btðx; yÞj[ T ð1:18Þ

is fulfilled where T is a threshold. To update BT, we use an Infinite Impulse Response
(IIR) filter as below:

176 H. M. Hussien et al.



Btþ 1 ¼ aIt þð1� aÞBt ð1:19Þ

BS scheme is too much sensitive to change of dynamic scenes but performs well at
extracting moving parts regardless of detecting stooped objects. BS algorithm is par-
tially motivated by the research exhibited in [3] as follows.

Let Itðx; yÞ denotes intensity value at pixel location ðx; yÞ and image sequence
Iðx; yÞ in the range [0, 255]. Let Bgðx; yÞ be background intensity value for pixel
location ðx; yÞ determined over time from video images I0ðx; yÞ through It�1ðx; yÞ.
As BS method indicates, a pixel at location ðx; yÞ in the present/current video image
belongs to foreground/detected if it fulfills

jItðx; yÞ � Bgðx; yÞ[ Thj ð1:20Þ

BS provides the most complete features of data. This scheme is successful for lots
of surveillance scenarios where objects moving endlessly and the background is visi-
ble. The block diagram of BS is shown below.

BS detection algorithm can be described as below.

Foreground (region of motion) will be attained, if the difference is larger than
thresh.

jIðx; yÞ � Bgðx; yÞj[ thresh ð1:21Þ

Initially, Bg is the first frame and threshold can be initialized automatically using
global techniques. For foreground pixels, FG,

Background 
model(MoG)

Background substraction

Post processing

Video frames

Update

Background image

Initioalization update

Enhanced forground map

Fig. 3. Block diagram for background subtraction

Fig. 4. Background subtraction algorithm
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Fgðx; yÞ ¼ 1; for fr diff ðx; yÞ[ thresh
0; otherwise

�
ð1:22Þ

Where

Bgtþ 1ðx; yÞ ¼ a � Bgðx; yÞþ ðI � aÞ � Itðx; yÞ 2 BG
Bgðx; yÞ; ðx; yÞ 2 FG

�
ð1:23Þ

thresh ¼ thresh for ðx; yÞ 2 FG
a � threshþð1� aÞðc � ðfr diff ðx; yÞÞÞ for ðx; yÞ 2 BG

�
ð1:24Þ

From the above equations background and threshold are selectively update at each
new frame for non-moving pixels a = rate of adaptation, c = local temporal average.

2.4 Approximated Median Filter Method

A recursive filter for evaluating an image pixels median is proposed by McFarlane and
Schofield [8]. In this scheme the running estimate of median is augmented by 1 if the
input pixel is larger than the estimate and decremented by 1 if it is lesser than the
estimate. This estimate ultimately converges to median and the median filtering buffers
the leading N frames of the video input. then the background frame is calculated from
buffered frame and the foreground/detected pixel can be obtained by subtracting the
background from the current frame as indicated in Eqs. 1.25 and 1.26 below.

Fr [Bg !
Xl;m

n�1:1
Bgðl;mÞþ 1 ð1:25Þ

Fr\Bg !
Xl;m

n�1:1
Bgðl;mÞ � 1 ð1:26Þ

Side effects: It did not provide same results in all conditions. But, it needs minimum
memory.

2.5 Thresholding

Gray scale image can be obtained from binary image by applying thresholding. A bi-
nary image composed of 2 colors, black (zero) or white (one). A careful selection of
threshold value is required so as to separate the object from the background. Mathe-
matically thresholding can be expressed as follows.

f ðx; yÞ ¼ 1 ð02550Þ f ðx; yÞ[ Th

0 ð000Þ f ðx; yÞ\Th

(
ð1:27Þ

Where T = Threshold value
Any point of ðx; yÞ for which frðx; yÞ� thresh is called an object point: otherwise, it

is a background point. In other words, the thresholded image gaðx; yÞ is defined a
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gaðx; yÞ ¼ 1 if frðx; yÞ� thresh
0 if frðx; yÞ� thresh

�
ð1:28Þ

2.6 Post Processing

The outputs of from above algorithms for foreground detection contains noise and
therefore are not suitable for extra processing unless post processing is applied, to
directly enhance the quality of the segmentation mask.

2.6.1 Morphological Operations (MO)
MO can be erosion/removing, dilation/adding, and hit/miss or cascaded form of them
[10]. MO is applied on images with either 0 or 1 pixel values. Erosion scheme is used
to shrink extra white noise pixels as well as diminish, the edges using a mask of the
same size as shown in Fig. 5. Dilation is used to expand/enlarge the binary objects as
shown Fig. 5 below.

From the above results we can see that post processing (morphological operations)
can remove noises.

3 Experimental Results and Discussion

3.1 Graphical User Interface (GUI) Design

The GUI enabled us to start, stop and show the program and its results. During the
moment the starting button is clicked the system will be running and the selected
program will be called to carry out the computations till the stopping button is clicked
and the output can be performed as detection.
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Fig. 5. Results of erosion, (a) detected object, (b) structuring element, (c) erosion output.
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Fig. 6. Results of dilation, (a) output after erosion, (b) structuring element, (c) output after
dilation

Comparative Analysis of Moving Object Detection Algorithms 179



3.2 Comparison of Different Detection Algorithms Result

3.3 Morphological Operations Detection Results

As shown in Fig. 9 below results are obtained after applying MO. MO take its input by
combining the structuring element together with binary images by using a set operators.

Fig. 7. GUI layout design

Fig. 8. Outputs of different algorithms, ((a1), (b1), and (c1)) are background images, ((a2), (b2),
and (c2)) are video inputs, (a3), (b3), and (c3) are approximate median filter outputs, ((a4), (b4)
and (c4)) are background subtraction outputs, ((a5), (b5) and (c5)) are mixture of Gaussian
outputs, ((a6), (b6) and (c6)) are frame differencing outputs

Fig. 9. Morphological operations detection results
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4 Conclusions

This paper presents a widespread review of visual surveillance systems describing its
phases of object detection. Various approaches of detection and their representation
have been explained and compared. Object detection techniques like background
subtraction, frame differencing, mixture of Gaussian and approximate median filter are
briefly described and a comparative study is also presented. The above four moving
object detection methods have compared based on their basic principles, computational
time, accuracy and drawbacks are also described.
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