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Abstract. Mobile edge computing (MEC) system has outstanding
advantages of providing smart city applications with relatively low
latency and immediately response. How to guarantee the QoS of the
services in MEC system is consequently becoming a hot issue. This work
focuses on solving the problem by real-time CPU scheduling. The pro-
posed scheduling algorithm considers different services arrival profiles,
computation time consumption and deadline requirements simultane-
ously. Specifically, the combination and optimization of support vector
machine (SVM) and earliest deadline first (EDF) algorithm is designed,
which could automatically classify services type and efficiently allocate
the computation time in real-time manner. By deploying the traffic trace
from the real world, the proposed scheduling algorithm could reduce 45%
latency and improve the reliability of transmission, comparing with pop-
ular fixed-priority CPU scheduling algorithm.
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1 Introduction

Mobile Edge Computing (MEC) System, a concept proposed by ETSI in 2014,
provides IT and cloud computing capabilities within the radio access networks
in close proximity to mobile subscribers [1]. It is widely considered to be the key
technology to realize future smart city applications, such as wireless smart grid,
Internet of things, etc.

MEC reduce the latency by offloading computation-intensive tasks to the
edge cloud. However, the limited computational resource in the edge clouds may
result in the Quality of Service (QoS) degradation [2]. Multi-class network traf-
fic classification helps identify the application utilizing network resources, and
facilitate the instrumentation of QoS for different applications. Early traffic clas-
sification systems rely on transport layer port number to classify flows. However,
with the wide use of dynamic ports, the less effectiveness makes the technique
based on port number unreliable. Signature matching technique was proposed
by Moore [3]. It derives signature patterns from various network traffic flows and
classifies the traffic flow through these matching signature patterns. Although
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it’s classification accuracy is high, the continuous updating of signature patterns
and its inability of handling encrypted packets limit the application [4]. Machine
learning methods classify traffic flows according to the flow’s statistical charac-
teristics (e.g. packet size, flow duration, etc.). In [5], the authors use 12 features
for two data sets, the UNB ISCX network traffic data set and their internal data
set, to classify by k-NN classification algorithm. Tsinghua university in [6] clas-
sify 7 classes of internet applications with 9 feature parameters, and all of them
can be obtained from the packet header. These methods provide a guideline to
classify the network traffic, but lots of features also increases processing time,
leading to serious latency.

In a real-time system, system’s performance and throughput are highly
affected by CPU scheduling. With the development of smart phones and wear-
able devices, the problem of finding robust or flexible solutions for scheduling
problems is very importance for applications. Out of some important schedul-
ing, Round Robin algorithm is much efficient, which assume that all servers
have the same processing performance. An efficient dynamic Round Robin algo-
rithm for CPU scheduling in [7]. However,this scheduling algorithm depends on
choosen time quantum and the relationship between time quantum size and pro-
cess running time. [8] provide a algorithm, which is based on the existing EDF
dynamic scheduling algorithm. The algorithm improves the real-time response
of EDF to a certain extent by using the comparison of priority and the time
slice borrowing strategy, which is disadvantageous to the low utilization rate
of idle time slice of EDF algorithm. In fact, the CPU scheduling algorithm for
real-time tasks with deadline has been extensively studied in real-time systems.
Dynamic-priority-based EDF algorithm is known to be theoretically optimal for
scheduling sporadic real-time tasks [9].

To the best of our knowledge, there is no real-time scheduling algorithm for
the multi-class network traffic with SVM classification algorithm in MEC system
has been proposed. And in existing studies, most of them are just using SVM
for basic classification. There are few optimizations for its parameters. In this
paper, we will put forward a real-time CPU Scheduling approach for Mobile Edge
Computing System, which combine SVM classification algorithm with parame-
ters optimization and EDF Scheduling algorithm for Mobile Edge Computing. 4
classes of network traffic with 2 feature parameters is used to classify. The simu-
lation results show that combining the SVM algorithm and EDF algorithm can
reduce computing latency about 45% and improve the reliability of transmission
throughput compering with FP scheduling.

2 System Model

2.1 C-RAN Framework Model

C - RAN network evolve from the traditional distributed base station, as a
new type of broadband wireless Internet access technology. We choose C - RAN
network as an example to introduce our experiment.



34 X. Yu et al.

Consider a general C-RAN system which consists of three main components:
remote radio heads (RRHs), baseband processing units (BBUs), optical trans-
port network. As shown in Fig. 1, there are N RRHs serving N cells in the
transmission system and there are M BBUs in the BBU pool.

Fig. 1. c-ran framework.

In the process of the BBU pool, PRB increase with the MCS. Then we will
build an accurate model to describe the contribution of each underlying BBU
functions to the total processing time and how they scale with the increase of
PRB and MCS. In this experiment, we consider the three main BBU function:
IFFT/FFT, modulation and coding. Generally, there are two important elements
in the BBU pool in the course of processing: basic processing and dynamic pro-
cessing load. The basic processing includes IFFT and FFT for each PRB and
the platform-specific processing relative to the reference GPP platform. The
dynamic processing load includes user processing, namely coding and modula-
tion, which is the distribution of the PRBs and the linear function of the MCS.
On this basis, a model for calculating the total BBU processing time of different
PRB, MCS and platforms is proposed, and the following formula is presented as

Tsubframe(z, r, w)[us] = c[z] + p[w]
︸ ︷︷ ︸

baseproces sin g

+ ur[z]
︸ ︷︷ ︸

RMSE

+ us(z, r)
︸ ︷︷ ︸

dynamicproces sin g

. (1)

where the triple (z; r; w) represents PRB, MCS, and platform. The c[z] and p[w]
are the base offsets for the cell and platform processing, ur[z] is the reminder of
user processing, and us(z, r)is the specific user processing that depends on the
allocated PRB and MCS. The us(z, r) is linearly fitted to a(z)r + d(z), where a,
d are the coefficients, and r is the MCS. Table 1 provide the processing model
parameters of the Eq. (1).
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However, in our experiment, we chose the LXC as our experiment platform.
Considering the practicability of the C - RAN network, the number of PRB that
each RRH set configuration is determined by system bandwidth and assigned
to each user equipment PRB is derived by the channel status. We assume that
these two amount of PRBs are static. Under this promise, we set PRB to 25.
Note that MCS 9, 16, and 27 corresponds to QPSK, 16QAM, and 64QAM with
the highest coding rate [10]. In our experiment, we randomly picked one of the
three values to be the MCS value.

Table 1. Processing model parameters in us

z c p us(z, r) ur

GPP LXC a d GPP LXC

25 23.81 0 5.2 4.9 24.4 41.6 57.6

50 41.98 0 5.7 6.3 70 79.2 80

2.2 Traffic Model

The Professional term and symbol in this work are following the traditional def-
inition in real-time systems. we adopt the most commmonly used traffic model
for introducing the real-time analysis into C-RAN, i.e. periodic task with con-
strained deadline. In each RRH, we assume that there are four types of traf-
fic:video, Browse the web, qq, e-mail. In this section, we use an array of P
elements (xp,yp) and a mapping f(x) → y to describe the packet that we cap-
ture, we define X = {x1, x2, . . . , xp } as our traffic flow set, flow xp properties for
classification, xp = {xpq|q = 1 or 2}, q is the number of attributes to class, xpq

said the pth packet of the qth properties. Y = {y1, y2, y3, y4}to classify categories,
respectively, qq, browse the web, video, e-mail. We selected P1 packets from P
data packets as training set data for classification function of training.

In our system, we choose four type traffic flow to be observed. We selected
two attributes of the data packet, time delta from previous captured frame is
defined as tp, another kind is the length of the packet lp, among them (p = 1,
2,..., P). P is the total number of packets we capture.tp and lp is the xpq which
we mentioned above.

First of all, we only run a type of task in the computer, and then capture
the network port information. The length of the packet and time delta from
previous captured frame of four kinds of network traffic task is shown in Fig. 2.
From the Fig. 2, we can clearly see the two attributes of the each task have the
obvious difference. The average packet length of video is smaller than the rest.
The time delta from previous captured frame of qq is the smallest. The e-mail
has the longest packet and browseing the web has its own characteristics too.
So, we choose these two properties as attributes for our classification.

For a task xp, we can use ATp to express the arrival time (a task start
preparing processing time). The deadline is defined as DTp (the task must be
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Fig. 2. The traffic model of the four type of task.

completed before the time). For each task xp, we set a remaining run time
RTp, RTp = DTp - t, where t is the current time. For each task xp, minimum
of the RTp has a higher priority obviously. Obviously, the task xp which has a
higher priority can be processed firstly. xp can be characterized by three positive
integers-worst case execution time WCETp, deadline DTp, and cycle CTp, where
WCETp < DTp < CTp. We set the average of the time delta from previous
captured frame as the cycles of four kinds of task. The cycle CTp of each task is
shown in Table 2.

Table 2. Processing model parameters in us

Type qq Video e-mail Browse the web

Cycle/us 0.009203 0.002664 0.003743 0.025081

3 SVM Based Traffic Classification

3.1 SVM Algorithm

We choose SVM as our classification algorithm is because the algorithm can
minimize the empirical classification error and maximize set edge classification
space. These features reduce the excessive learning the structure of the risk in
the limited samples.

Each of our data packets can be expressed as a point on the axis, which can
be separated by a line or a plane. We assume that this line or plane is

f(x) = w · x + b (2)

However, dividing the tasks with only two attributes into four categories can
not be done in two-dimensional space, so the kernel function is used in the SVM
algorithm. The common kernel functions are linear, polynomial, RBF, etc. We
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used the RBF kernel function in this experiment. In a multidimensional space,
x → ϕ (x), RBF kernel function can be represented as:

K (xi, xj) =< ϕ (xi) , ϕ (xj) >= exp
(

−g‖xi − xj‖2
)

. (3)

In order to be able to more accurately classified. We can reduce the problem to:
⎧

⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎩

min
w,b

1
2 ω2 + C

p1
∑

p=1
ϑp

s.t
yp (ω · ϕ (xp) + b) ≥ 1 − ϑp

ϑp ≥ 0

(4)

The objective function is to maximize the distance between the data points,
where ϑp is slack variables. The corresponding is that data points xp allow
deviation from the amount of hyperplane. C is penalty coefficient that can limit
ϑp to infinity. The problem can be solved by Lagrange multiplier. Then Eq. (4)
can be converted into Eq. (5) on the dual problem.

⎧

⎪
⎪
⎨

⎪
⎪
⎩

max
P1
∑

p=1
αp − 1

2

P1
∑

I

P1
∑

J

αiαjyiyjK (xi, xj)

s.t
P1
∑

p=0
αpyp = 0 0 ≤ α ≤ C

(5)

where αp is the parameter of Lagrange multiplier. By Eq. (5), we can get w and
b. The decision function of the final result can be expressed as:

f (x) = ω · x + b =

[

P1
∑

p=1

αpypK

]

+ b (6)

In the way, The value of f(x) is represented as one of the type of qq, browse the
web, video and e-mail.

3.2 SVM Parameter Optimization

To use SVM, we need to set the parameters. From the above know, we select
the RBF kernel function. For RBF kernel functions, we need two functions in
general: C and g. For a given problem, we don’t know the optimal number of C
and g in advance, so we have to search parameter to find the optimal (C, g).

In this experiment, we use the method of grid searching to find the optimal
parameters. Because the parallelism of the grid search is very high, and each
parameter is independent of each other. The variation range of the penalty coef-
ficient C is

[

2cmin, 2cmax
]

, where we can look for the best C. The default value
is cmin = −8, cmax = 8. Similarly, the variation range of g is

[

2gmin, 2gmax
]

and the default value is g min = −8, g max = 8. C and g is the horizontal and
vertical axes of the grid, cstep and gstep are the step sizes of C and g, which
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are optimized by the grid parameters. The default values of step size are 1. In
this case, The value of C is

[

2cmin, 2cmin + 1, ...2cmax
]

and the value of g is
[

2gmin, 2gmin + 1, ...2gmax
]

.
The grid search is to try every possible parameters and use each (C, g) to

classify. And then find the best (C, g), which possess the highest precision of
cross validation.

Parameter C controls the largest hyperplane and minimizes the data point
deviation. We set C to 32768 and g to 8 by cross-validation in our experiment
and the accuracy of cross-validation was 79.9729%.

Algorithm 1. Parameter Optimization Algorithm
1: c = g = 2−8,m = 0
2: while C < 28 do
3: C = 2−8 + m,m = m + 1,n = 0
4: while g < 28 do
5: g = 2−8 + n,n = n + 1
6: Use the current g and C for classification. Calculate and record classification

accuracy, C and g.

7: end while
8: end while
9: To sort the classification accuracy.

10: return C and g with the highest classification accuracy.

4 Traffic Schedule EDF

In this section we will introduce a preemptive EDF scheduling algorithm.
In numerous real-time scheduling algorithm, the scheduling algorithm that

based on priority is one of the most important type of scheduling algorithm
in real-time scheduling method. According to the different priority assignment
strategy, the scheduling algorithm can be divided into static priority scheduling
and dynamic priority scheduling. In general, the dynamic priority scheduling
algorithm is better than static priority scheduling algorithm. EDF algorithm
is a typical representative of the dynamic priority scheduling algorithm. So we
choose EDF algorithm as our scheduling algorithm.

Preemptive EDF scheduling algorithm always performs the first real-time
task of the deadline. It is a dynamic priority scheduling algorithm, which is
based on the following assumptions:

(1) There is no unpreemptible part of any task, and the cost of preemption
can be ignored;

(2) Only the processor requests make sense, memory, I/O, and other resources
requests can be ignored;

(3) All tasks are irrelevant; There is no constraint of order;



Hamiltonian Mechanics 39

Based on the assumption of above (1)–(3), the necessary and sufficient condi-
tion of the EDF scheduling algorithm for a given periodic task set scheduling is:

U =
P

∑

p=1

Tsubframe

CTp
≤ 1 (7)

Thus, the biggest advantage of the preemptive EDF scheduling algorithm is that,
for any given set of tasks, as long as the processor utilization is not more than
one hundred percent, it can guarantee its scheduling.

As described above, the task xp is defined by the tuple {WCETp,DTp, CTp},
Therefore, we need to define how to calculate these parameters in the following.
CTp is shown in Table 2.

{

WCETp = Tsubframe(z, r, w)[us]
DTp = ATp + Tsubframe(z, r, w)[us] (8)

Algorithm 2. EDF scheduling Algorithm
Input:
CTp, t(t is the current time), Tsubframe

1: When a data packet arrives, read the arrival time ATp in the packet
2: Calculate DTp = ATp + Tsubframe(z, r, w)[us]

3: Calculate U =
P∑

p=1

Tsubframe

CTp
≤ 1

4: while U ≤ 1 do
5: if t = ATp then
6: put the data packet into the pending sequence

7: when no new data packet arrives
8: According to DTp sort from small to large.
9: Deal with the packet with the smallest deadline, the rest packet wait next schedul-

ing
10: return The running task

5 Simulation

In this part, we study the influence of SVM algorithm and EDF algorithm on
the real-time CPU Scheduling approach for Mobile Edge Computing System by
simulation.

In the process of classification, We capture 10G data packets by using wire-
shark through server which network port rate is 5M. The packets contain the
four types of task that we will classify. Using cross validation for parameters
optimization can improve the classification accuracy of the data. The classifica-
tion accuracy of the four types of task that we choose is shown in the following
Table 3. These tasks is classified by SVM algorithm which use default parameters
and parameters optimization respectively.
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Table 3. The influence of parametric optimization on classification accuracy

Type qq Video e-mail Browse the web

The number of packet 196710 849613 22771 63778

Classification accuracy of
parameter optimization

0.88726 0.85094 0.84923 0.831525

Classification accuracy of
default parameters

0.803594 0.85 0.83536 0.827731

From the Table 3, we can see clearly that using parameter optimization can
improve the accuracy of classification.

For scheduling algorithm, in contrast, we select a fixed priority scheduling
algorithm, which the scheduling priority of our task is set by the people. In this
experiment, we set video as the highest priority, the second is Browse the web,
E-mail is the third priority, priority of qq is the last.
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Fig. 3. The influence of different scheduling algorithms on processing time.

In Fig. 3, when we adopt the parameter optimization of SVM classification
algorithm and transfer the same number of the packet, we can see that EDF
algorithm is better than the fixed priority scheduling algorithm greatly to reduce
the time. At the same time, the effectiveness of the EDF algorithm can cut down
the processing time and delay, which meet the requirements of transmission.

In Fig. 4, comparing the two kinds of scheduling algorithm of packet loss rate
can see clearly that EDF algorithm of packet loss rate is much lower than the
fixed priority scheduling algorithm of packet loss rate, which ensure the reliability
of transmission.

The simulation results show that the combination of SVM algorithm and
EDF algorithm can effectively improve the efficiency of transmission system,
satisfy the high reliability and low delay requirement of the requirements of 5G
and IOT.
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Fig. 4. The influence of different scheduling algorithms on packet loss rate.

6 Conclusions

In this paper, we proposed a real-time CPU Scheduling Approach for Mobile
Edge Computing System. It attempts to reduce the latency of the transmission
system and the packet loss rate by combining SVM and EDF, and provides a
new angle to the scheduling algorithm. The simulation results have illustrated
the efficiency of the algorithm.
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