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Abstract. The following article is dedicated to techniques for recognition of
vehicles on the road. By using 3D virtual models of vehicles, it is possible to
create database of point cloud. The SSCD algorithm for training and testing was
used. First for each 3D model the point clouds were created. Then from each
point cloud one hundred pictures were rendered from different projections.
Creation of filtered dataset was done by selection six angles from these pro-
jections. This dataset contains 100 models of vehicles divided into 5 classes. In
summary, final non-filtered dataset contains 10 000 pictures, filtered dataset
consist of 600 pictures. Dataset was used in support vector machine (SVM) and
convolutional neural network (CNN) for training and testing in ratio 80:20. The
result for SVM was 40%, this was done because non-filtered dataset contains
many similar projections. Moreover, the size resulted in long duration of
experiment (<90 h). Therefore, other experiments were done with filtered
dataset. In filtered dataset, best result in SVM was 79% with RBF kernel. For the
next experiment, CNN was used. With data augmentation the result was 80%,
without 89%.
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1 Introduction

In the computer vision, the main idea of object recognition is creation and represen-
tation of the objects in particular classes. Which characterize appearance of these
objects and in this way, determine the class for the unknown object [1–4].

In this paper, we are focusing on recognition of 3D modeled vehicles. There were
chosen 5 classes for the recognition, namely sedan or coupe, small cars, SUV, cabri-
olets and trucks.

To develop a system, which is capable of acceptable vehicles point cloud recog-
nition, the good training and testing data were required. Collection and creation of these
dataset in the real-world roads and highway is very hard and time consuming. Thus, we
used virtual 3D models of vehicles for our experiment. It is the new approach to simple
and fast creation of dataset.
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The rest of the paper is organized as follows: the first part compares point cloud
detection methods. The second part describes selected point cloud method. In fourth
chapter, the creation of dataset is described. The experimental results can be found in
the last chapter.

2 Key Point Detection

The key point detection is very important step during point cloud creation process. For
the most optimal search and point detection, few algorithms were tested. Final algo-
rithm was selected with respect to operational speed and the amount of found points.
Tested algorithms were: DAISY [5], AKAZE [6], LATCH [7], SIFT [8], SURF [9] and
binary descriptor BRISK [10]. All the results are displayed in the Fig. 1. The Fig. 1a
represents amount of founded points. The DAISY and SIFT found the biggest amount
of key points. The Fig. 1b represents the duration of the algorithm. The fastest was
AKAZE, but it found the smallest amount of key points. The best ratio points/time has
SURF. This method will be used.

3 Key Point Detection

By using stereo camera system, we obtain pair of images (one from left camera and one
from right camera). These images are processed with algorithm which transforms them
into point cloud [11–21]. This process consists of 8 steps:

• The first step loads left and right picture for the given model (see Fig. 2A).
• The second step deletes the camera deformation – chip and lens distortion what

makes spherical and chromatic aberration (see Fig. 2B).
• The third step deletes the background and thus segments the vehicles. All the

parameters are set according to calibration (see Fig. 2C).
• The fourth step is to find key points on left and right images (see Fig. 2D).
• The fifth step connects those points which are identical for left and right images (see

Fig. 2E).

Fig. 1. Comparison of local detection method: (a) amount of key points, (b) time consuming.
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• The sixth step is rectification which filters the points and searches only for pairs on
epipolar lines (see Fig. 2F).

• The seventh step is to calculate distant of these pairs from camera.
• The last step is to create the depth maps and point cloud using the points mentioned

above (see Fig. 2G).

For However, for these images, rendered pictures can be used. The renders are from
virtual 3D models of vehicles. It is possible to replace this system with 3D virtual scene
with real parameters and measurements. To make the pictures look genuine and
photorealistic, HDRi maps must be used. The map provides information about natural
sunlight and surrounding environment.

In addition, a precise configuration of cameras and distortion lenses are required.
The simplest way to obtain point cloud from 3D models is by using SSCD [22]
algorithm which can make point cloud directly from existing 3D models. This method
was used in this paper.

4 Database

For testing purposes, as was mentioned previously we used 3D virtual models. The
dataset was divided into training and testing subsets. These point clouds are subse-
quently projected into 6 different front views from different angles and positions.

Fig. 2. Point cloud process.

Fig. 3. 3D model SSCD projections.
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Each projection had a maximum resolution of 200 � 200 pixels because of training
and testing speed.

The database consists of 100 models divided into 5 classes. These are namely sedan
or coupe, small cars, SUV, cabriolets, and trucks. Thus, database consisting of 600
pictures. Some examples of projections are shown in Fig. 3.

5 Testing and Results

The testing was done by using MATLAB and Python environments. The database was
divided in ratio of 0.8. This ratio can be modified. The experimental results show the
SVM implementation achieving 40% accuracy on the original non-filtered dataset. This
result was due to high number of similar projections in the dataset, while the extensive
size of dataset resulted in long duration of undertaken experiments (<90 h). To over-
come this problem, the original dataset was reduced through the filtering, resulting in
79% accuracy for SVM method with RBF kernel. The additional experiments were
conducted using CNN method, achieving higher accuracy of 80% without data aug-
mentation, while the significant improvement of 89% was achieved with data aug-
mentation (DA) applied (see Table 1).

6 Conclusion

Vehicle recognition based on point cloud were presented. By using 3D virtual models
of vehicle, we were able to create dataset of point cloud for training and testing
purposes by using SSCD algorithm. Then we used Convolutional Neural Network and
SVM for vehicle recognition. System with CNN and data augmentation achieved 89%
accuracy. In this case data augmentation increased accuracy from 80% to 89%. The
precision can be improved by beforehand data processing, especially picture seg-
menting, higher resolution. Furthermore, to achieve better results in CNN [23] we can
use different kernels and change parameters. It is possible to improve CNN accuracy on
smaller dataset by using data augmentation which increase amount of input data by
using various operations applied on input images.

7 Future Work

In future development, we would like to create consistent dataset of real vehicles and
generated vehicles. We would like to focus on improving of precision in recognition
and cooperate with transporting companies in order to acquire more data. Moreover, we
would like to develop a consistent system for car detection and recognition in real time.

Table 1. Results SVM, SVM with kernel RBF, CNN and CNN with DA.

SVM SVM + RBF CNN CNN + DA

Non-filtered dataset 40% – – –

Filtered dataset 46% 79% 80% 89%
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