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Abstract. The Internet of Things (IoT) has expanded rapidly in recent years.
Therefore, there are various types of data available from IoT devices, such as
texts, images, and sound. It will become possible to construct a heterogeneous
remote monitoring IoT system using a variety of IoT devices. However, a
heterogeneous remote monitoring IoT system cannot send complete data because
most mobile network services for the IoT system do not guarantee bandwidth.
Therefore, we proposed a priority control mechanism for a heterogeneous remote
monitoring [oT system that controls the amount of data, and the time it takes to
send it for IoT devices, which is decided in accordance with the quality of
service. In this paper, we show how we improved the applicability of the oper-
ations of a priority control system and evaluated the effectiveness of an actual
remote monitoring [oT system by using a greenhouse data-collection system.

Keywords: Internet of Things - Priority control - Mobile networks
Data collection

1 Introduction

All people expect the Internet of Things (IoT) to grow because of downsized sensors
and the appearance of various mobile networks [1-3]. The extremely wide variety of
IoT devices generate various types of data, such as texts, images, and sounds.
Therefore, it has been indicated that the number of devices connected to the IoT and
network traffic per device will grow in the next five years [4]. In addition, mobile
network service providers have deployed handle services for the IoT system in recent
years. However, there is a problem regarding remote monitoring IoT systems [3] that
collect multifarious data from remote locations (referred to as heterogeneous remote
monitoring IoT systems). The problem is that mobile network services for the IoT
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cannot completely sustain the required traffic from a heterogeneous remote monitoring
IoT system because almost all mobile network services for the IoT system do not
guarantee throughput. To solve this problem, we proposed a priority control mecha-
nism for a heterogeneous remote monitoring IoT system [5]. We proved its effec-
tiveness in enabling a IoT system that guarantees telecommunications at the lowest
limit. In this paper, we evaluate the effectiveness of an actual remote monitoring IoT
system. In accordance with the availability in actual system operations, we improved
the proposed mechanism. The evaluation target in this paper is a greenhouse
data-collection system. Through this evaluation, we show the effectiveness of the
proposed mechanism for various mobile networks and systems.

The remainder of this paper is organized as follows: Sect. 2 shows related work in
terms of methods and protocols for IoT telecommunications. The improved priority
mechanism and implementation in the actual system is described in Sect. 3. The
experimental results and discussion are shown in Sect. 4, and following that is the
conclusion.

2 Related Work

Various methods and protocols for IoT telecommunications have been proposed [6—8].
One protocol for the IoT, MQ Telemetry Transport (MQTT) [9], targets IoT traffic from
many devices that send and receive small amounts of data at high frequency. MQTT is
a very effective protocol for IoT devices regarding sending lightweight data. In con-
trast, header size reduction does not affect IoT devices, for example cameras, when they
send a large amount of data. In addition, MQTT has a quality of service (QoS) control
mechanism for unstable mobile networks. However, this mechanism does not consider
data characteristics and does not screen the data to be sent.

Probabilistic prediction-based scheduling [10] is a scheduling model for IoT system
traffic. The objective of probabilistic prediction-based scheduling is to reduce the
waiting time of high priority packets and keep the waiting time of other priority packet
services within tolerable limits. However, probabilistic prediction-based scheduling is
unable to meet the IoT application requirements because it does not consider how to
determine data that has high priority.

Most existing methods cannot solve the problems in IoT telecommunications in
regard to data amount, frequency, and number of devices. Additionally, IoT
telecommunications must consider the QoS required by applications. Therefore, it is
important to implement a telecommunication mechanism for IoT that considers mul-
tiple data characteristics, mobile networks, and QoS required by applications.

3 Priority Control Mechanism

In this section, we explain our mechanism [5]. The mechanism focuses on the priority
and characteristics of data to control the data-sending order and data amount by setting
the application configuration as a requirement. Therefore, it enables a level of control
that satisfies the requirements from the application’s QoS.
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Figure 1 shows the architecture of the proposed mechanism. The proposed
mechanism consists of three elements: IoT devices, a broker server, and an application
server. The IoT devices are endpoint devices that are connected to mobile networks.
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The application server is an IoT system server that processes the data from the IoT
devices, and the broker server is a priority control server in the mechanism. The
application server and broker server are split by function; therefore, they can run on the
same physical server. Because of this split, the elements’ roles can be clearly defined.

Figure 2 shows the flow of the proposed mechanism. The proposed mechanism
consists of three phases; a register phase, a priority telecommunication phase, and a
release phase. In the register phase, the application server registers the QoS require-
ments of its own application. The broker server creates a “priority decision table” and
tells the IoT devices the application server address. After that, all the elements establish
a TCP connection with each other. In the priority telecommunication phase, the broker
server gives priority to the data, which is generated by the IoT devices (referred to as
‘content data’), and manages it. Additionally, the broker server permits the content data
that has the highest priority to be sent.
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We improved the priority control mechanism to operate in the actual system. We
implemented acknowledgement messages corresponding to each control message in the
mechanism to prevent decreasing IoT system availability because, when the system is
installed on a remote environment, some connection errors occur due to bad radio wave
conditions depending on the location. The sender can determine that the connection
was lost and try reconnecting to the receiver if an acknowledgement message is not
received within a given time. In this paper, we set the time limit as 20 s.

4 Evaluation and Discussion

In this section, we evaluate the applicability including performance of the priority
control mechanism in an actual system that uses different mobile networks to those
used in [5]’s evaluation. In this evaluation, the priority control mechanism uploaded
data from IoT devices to an application server in accordance with the scenario. Table 1
shows the scenario. This scenario was made by using requirements from the target
system. We used two evaluation indicators: the sending ratio of each priority (the ratio
of data that could be transmitted within the evaluation times) and the average transfer
complete time for each priority (the required time from the generation of data in the IoT
devices to complete transition). If all the sending ratios with a higher priority are higher
than those with a lower priority and all the average transfer complete times with a
higher priority are shorter than those with a lower priority, we can say the proposed
mechanism applicable in actual System.

Table 1. Scenario of this evaluation

Data type Data amount | Data generation | Data interval | Priority
interval
Camera (small) | About 220 KB | 1 min 5 min 2
1 min 3
Camera (large) | About 2 MB 10 min 4
1 min 5

Figure 3 shows the architecture of the greenhouse data-collection system that was
used for the evaluation in this paper. The greenhouse data-collection system has 12
camera devices. The priority control mechanism uploads data generated by these
camera devices to a cloud server. We installed Raspbian 8 onto Raspberry Pi 2 and
used them as IoT devices. Similarly, we used Ubuntu 14.04 LTS as the application and
broker servers. The installation site is an agricultural faculty field in Shizuoka
University. We used WiMAX2 for the system’s mobile network. The average mobile
network throughput was 2.30 Mbps (measured by iPerf) at the installation site. The
evaluating time was from 3:20 PM July 18 to 10:00 AM July 20 (43 h).

Figure 4 shows the results of the sending ratio and average transfer complete time
for each priority. The sending ratios with a higher priority were higher than those with
lower priority. In addition, all the average transfer complete times with a higher priority
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were shorter than those with lower priority. Therefore, proposed mechanism could
ensure bandwidth immediately for data that has high priority because it determines
which data to send using the application’s requirement. These results show that the
priority control mechanism could satisfy minimum requirements of the actual IoT
system.
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Fig. 3. Architecture of greenhouse data-collection system
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Fig. 4. Sending ratio and average transfer complete time for each priority

However, the average transfer complete time for the highest priority was too long
(19.53 s) because the calculated transfer time was 0.75 s if the bitrate was 2.30 Mbps
and the data size was 220 kBs. Therefore, the average transfer complete time was too
long regarding network throughput. Figure 5 shows the amount of received bitrates that
were calculated per 20 s. As shown in Fig. 5, there was dispersion over the course of
time in the received bitrates, especially during the daytime. We consider that it was
caused by a long round-trip time in this environment. When mobile networks that have
long round-trip times are used, the priority control mechanism spends time sending and
receiving control messages between each element. Furthermore, the average round-trip
time of the mobile network was 702 ms (measured by ping) at the installation site.
Therefore, the performance of the current priority control mechanism is affected by the
round-trip time. We should solve the problems of the long average transfer complete
time and uneven bitrate through a mobile network that has a long round-trip time.
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Fig. 5. Received bitrates calculated every 20 s

5 Conclusion

In this paper, we evaluated the applicability of a priority control mechanism in an
actual remote monitoring IoT system. We improved the mechanism in accordance with
the system operations. We evaluated proposed mechanism in an actual remote moni-
toring IoT system, a greenhouse data-collection system as actual remote monitoring
IoT system. We showed that the priority control mechanism satisfied the minimum
requirements of the actual IoT system. On the other hand, the proposed mechanism’s
performance deteriorated when it was used over high round-trip time networks. In
future work, we will overcome this performance problem in high delay network.
Furthermore, we will evaluate our mechanism in various network environments.
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