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Abstract. In making important cyber security course of action (COA)
decisions, experts mostly use their knowledge and experience to col-
late and synthesise information from multiple and sometimes conflict-
ing sources such as the continually evolving cyber security tools. Such a
decision making process is resource intensive and could result in incon-
sistencies from experts’ subjective interpretations of how to address the
network’s security risks. The push towards automated computer net-
work defence (CND) systems requires autonomous decision making and
recommendation approaches for network security remediation. In this
work, we present such a novel approach through a TOPSIS-based multi-
attribute decision making COA selection technique. Our model uses a
survey of experts to show that human experts’ decisions are indeed
inconsistent, even when they are provided with the same information.
We then present our decision making approach that is based on consid-
ering multiple COA selection factors in an operational environment and
implementing a multi-objective selection method that provides network
defenders with the best actionable COAs for an automated CND system.
Our results show consistency that is unmatched by human experts.
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1 Introduction

Computer networks supporting modern business processes or missions are
becoming increasingly complex. Unfortunately, that complexity means more
effort is required to determine and address its vulnerabilities to maintain net-
work security. As a result, defenders have increasingly relied on automation and
recommendation tools to assist them in providing the information necessary to
implement effective network defence [1,2]. As explained in Sect. 2, some of the
automation tools such as MulVAL simplify the network defence task by present-
ing to the defender all the possible ways that attackers could use to reach certain
goals on the defended network [3]. The defender must use this information to
determine the set of defensive activities to prevent or make it difficult for the
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attacker to reach those goals. These defensive activities, such as patching vul-
nerable software or reconfigurations through firewall rule changes are the cyber
COAs that are the subject of this study [4,5]. From the options presented to
them, defenders must select the COAs that maximally improve the security of
the network given finite resources, plausibility of remediation methods and the
need to maintain business continuity.

Although making expedient COA selections is a hard problem, it is required.
Network security tools and the defenders’ expertise provide a holistic under-
standing of the security posture of the defended network. But, explicit infor-
mation about the best COAs that maximally improve the network’s security
and maintain business continuity is not readily available to defenders. Consid-
ering the multiple factors that need to be taken into account to select such
COAs, the reliance on human expertise can be resource-intensive and can lead
to inconsistent results due to the difficulty in making multi-factor decisions inher-
ent in human operators [6,7]. Automation and stand-alone selection tools have
been touted as obvious solutions for such limitations [2]. But the context-aware
methodologies they need to support consistent and repeatable COA selections
are unavailable. In this work, we provide such a methodology. Our approach
selects the best actionable network security COAs for implementation given
finite remediation resources while minimising disruptions to business processes.
We also show the inconsistency of human operators even when they are presented
with the same information.

As explained in Sect. 2, existing tools such as Altiris [8] or Redseal [9] cur-
rently support COA selection. But, they are not designed to incorporate opera-
tional data in their decision making process. Human operators must apply their
operational knowledge and experience to information from such tools, as well
as other contextual data, to complete the remediation picture and make the
necessary COA selection decisions. Multiple experts often make such security
decisions, which they have been shown to be mostly incapable of delivering with
the consistency expected in CND [6,7]. Thus, we argue that operators need a
consistent autonomous methodology such as ours to select the best actionable
COAs in an operational environment.

In our approach, which we present in Sect.3, we first determine factors
(attributes) that affect COA selection in the operational environment [10]. Then
we formulate the COA selection problem as a multi-attribute decision-making
(MADM) problem (a problem that depends on multiple attributes) based on
these factors. To solve it, we chose the Technique for Order of Preference by Sim-
ilarity to Ideal Solution (TOPSIS) [2,11]. Among many other possible MADM
techniques, TOPSIS is well suited for our problem definition since it has been
widely and successfully used in solving MADM problems similar to ours [1,2,11].

We applied our model to COA data that we generated using an arbitrarily
simulated operational environment on an in-house tool, the inteGrated ENd to
End deciSTon Support (GENESIS) [12]. Separately, we used a survey of experts
to analyse the effectiveness of using human network security operators in COA
selections. Our experts, drawn from knowledgeable colleagues with a minimum
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of ten years cyber security mitigations experience each, were elicited for their
COA selection recommendations in the same simulated environment. We then
compared the experts’ selections with those from our methodology.

As described in Sect. 4, the survey results validated the difficulty of getting
consistent selections among the different experts given the multiple factors they
need to consider. This is a known human limitation that was also reported by
Miller et al. [7] and Kim et al. [2]. Although we did not have a way to validate
the selections of our model, which we leave for possible future work, it produced
self-consistent results that agree with the original multiple objectives of our
approach. We present our conclusions in Sect. 5.

2 Courses of Action

Computer network security COAs are the remediation activities required to
improve the security of a network. In typical networks, which are usually made
up of many interconnected assets, these COAs can be numerous and difficult
to determine. Fortunately, attack graph-based algorithms, such as MulVAL [3],
simplify that task by determining all the possible paths that an attacker can
take to achieve certain goals on a vulnerable network.

An attack graph shows how an attacker could link together network configu-
ration and vulnerability information to achieve their goals [3]. A typical attack
graph, showing how an attacker could reach their goal, is illustrated in Fig. 1.

Fig.1. An example of an attack graph. The dashed line illustrates one of the two
possible paths from S4 to the goal node (adapted from [10]).

The attack graph in Fig. 1 is made up of three types of nodes. The rectangular
SINKs, oval ANDs and diamond ORs represent facts, logical conjunctions and
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logical disjunctions respectively. For example, Ay is only true if A4, S5 and Sg
are all true. As illustrated by the dashed line, an attacker located at S4 could
reach the Goal node through the following logical path: S4 — Ay — O3 —
Ay — Oy — A; — Goal. However, that path is not possible if, for example,
SINK node S5 is removed from the attack graph.

Such a removal of a SINK node defines a COA set that we will consider in
this work. We represent it as C; [Ss] for the first COA set in a set of other
COA sets. Other possible COA sets for the dashed path are Cy [Sy], Cs [S3, S5],
Cy4 [S4,S5] and Cs [Ss, S4,S5]. The five COA sets collectively constitute one
possible set of COA sets. Our work focuses on determining which one of these
five is the best actionable COA set to implement in an operational environment.
Further reading on attack graphs can be found in the literature [3-5].

2.1 Characterising COAs

In each COA set, there can be SINK nodes of different types, each type represent-
ing a weakness on the network that can be exploited by an attacker. Examples
of these types are the existence of software vulnerabilities (vulExists), the exis-
tence of logical connectivity between two network entities (hacl) or the existence
of some network service such as email (networkServiceInfo). Although there are
many possible SINK types (ARMOUR [13], an automated CND architecture,
for example, defines nine types), we simplify our work by focusing on the above
three. These three are the most common types in COA sets [4,10,12]. This sim-
plification does not affect the generalisation of the problem at hand, and we
therefore defer the inclusion of other SINK types to possible future work.

2.2 COA Selection Factors

In an operational environment, network defenders are presented with many
COAs to consider. To select a COA, they must consider the different technical
and operational factors that characterise its remediation activities. Examples of
such factors are the SINK type (e.g. patching an existing software vulnerabil-
ity) or the availability of technical resources. Our work focuses on preferentially
selecting COAs based on these factors. A summary list of the COA factors
(attributes) is shown in Table 1. The factors, which were introduced in [10], are
listed with their associated ranges of possible numerical scores as used later in
our analysis.

From the table, the first three factors represent the SINK type. For example,
the factor Service change represents the presence of a network service, such as
web service, whose mere existence could be exploited by an attacker. The next
factor represents the impact on missions or business processes if the COA set
is implemented. However, it may be practically infeasible to remove some SINK
nodes. We represent this impediment by the fifth factor. Remediation is usually
facilitated by using tools such as patching software or scripts. The availability
of such tools is represented by the sixth factor.
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Table 1. COA selection factors and numerical scores.

Factor 4 Description

1. Vulnerability to patch [0, 20] | Corresponds to the vulEzists(---) node in an
attack graph, and represents the number of
vulnerabilities in a COA set

2. Firewall change [0, 10] Corresponds to the hacl(---) node from an attack
graph. Often configured in the firewall, it
represents a change in the communication rules
between two hosts

3. Service change [0, 10] Corresponding to an attack graph’s
networkServiceInfo(- - -) SINK node. It represents
changes to the network services

4. Impact to missions [0, 10] This attribute represents the impact on missions
if the COA set is implemented

5. Patch impossible [0, 1] This attribute represents the feasibility of
implementing a patch, even if patch exists

6. No remediation tool [0, 1] This attribute represents the existence of a
remediation tool

7. Resource limitation [0, 1] This attribute represents the shortage of resources
to implement the COA set

8. COA cost [0, 50] This is a predetermined COA remediation cost.
This attribute represents the cost assigned to the
COA set [4,5]

9. Security benefit [0, 1] This attribute represents the percentage of the

attack graph that is eliminated by the
implementation of the COA set

The next factor represents the shortage of resources to implement the COAs.
The COA cost attribute assigns a relative numerical measure representing the
total remediation costs. In addition, the effort required in removing some SINK
nodes may be higher than others and the network defenders might not have
enough resources to ensure the complete removal of all COA set nodes. The final
factor represents the security benefit obtained if the COA is implemented. For
our security benefit, we use a rank measure developed by Sawilla and Ou [4, 14]. It
represents the importance of a graph vertex to an attacker. The security benefit
comes from the fraction of these vertices that is removed (through remediation)
to prevent an attacker from reaching their goal. An ideal rank elimination is 1
as opposed to an undesirable value of 0.

Based on our research, we found the nine factors presented in Table 1 to be
vital for COA selection in an operational environment. However, it is possible
that there are other factors that we may have missed. Our approach can be
extended to include an extended set of factors if necessary.
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2.3 COA Selection Challenges

Most network defenders have the knowledge and experience to make remediation
decisions based on considering known remediation factors and selecting the best
actionable COAs. For each factor, the selection objective is either to maximise or
minimise it. For example, from the factors in Table 1, the remediation objective
is to minimise mission impacts (Factor 4) and maximise the security benefits
(Factor 9).

Humans can effectively handle one objective at a time. But, when multiple
objectives are to be simultaneously considered, research has shown that the
consistency and reliability of such selection decisions become questionable [6,7].
This limitation has raised the need for selection automation and recommendation
methodologies to assist the human operator, a capability gap that our approach
aims to fill.

2.4 Related Work on COA Selection

There are some commercial COA selection tools such as patch management
systems (e.g. Altiris [8,15]) or reconfiguration management systems (e.g. Red-
seal [9]). However, they are not designed to incorporate operational context infor-
mation that is important for selecting the best COAs while maintaining business
continuity. The limited information they provide leads to inconsistent subjective
decisions by human operators [2,7], a limitation that we aim to address in our
work.

COA selection approaches by researchers such as Sawilla et al. use the attack
graph context [4,5,14]. Their approaches include assumed cost measures repre-
senting the limitation of resources as well as a measure of the security benefit
obtained by making a particular selection. However, their approaches do not
explicitly include operational context or mission-related factors. Their selections
do not address cases where missions or business continuity could be impacted by
the implementation of the COAs on operational networks. In addition to util-
ising the attack graph and resource limitation concepts used by Sawilla et al.,
our work includes other operational factors in deciding the COAs to select for
implementation.

Other researchers have focused their selection methodologies on COA reme-
diation costs [16] or network risk [17]. The former uses lowest cost COAs to
recommend graph cuts. The latter selects COAs based on the risks and costs
determined from the vulnerability and host importance in the attack paths. How-
ever, both approaches do not address operational impacts which are important
in defence operational networks. But, we find the use of host importance mea-
sures by Hong et al. [17] relevant in providing operational context to defended
networks. So, we borrowed that concept and applied it to mission impacts in our
work.

The work by Kim et al. [2] focuses on security event prioritisation, the reme-
diation of which is the same as the COAs we are focusing on in this work. What is
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important about their work is a prioritisation approach that includes host impor-
tance measures as one of their deciding factors. They also take into consideration
the asset criticality based on the mission that the asset is part of. We consider
these factors to be important in COA selection and include them in our work.
Another important aspect of their approach is the use of a modified TOPSIS
technique to determine their final prioritisation. The modified approach allowed
them to avoid changes in prioritisation based on different input scores. It also
allowed them to compare results across different calculation runs. In addition to
TOPSIS’s wide acceptance and success in solving MADM problems [1,18-21],
its application by Kim et al. shows that it is well suited to solve our selection
problem. We therefore adopt that approach and similarly incorporate missions
and impact data.

3 Our TOPSIS Approach

3.1 TOPSIS

TOPSIS, which was proposed by Hwang and Yoon, is a MADM methodology
that selects the best alternative in a multi-attribute problem [11]. The idea is cen-
tered on the premise that the best alternative should have the shortest geometric
distance from a hypothetical positive ideal solution (the zenith) and longest geo-
metric distance from a hypothetical negative ideal solution (the nadir).

Consider a problem to make prioritised selections from m alternatives
C;: i=1,---,m. Each alternative C; is characterised by n factors such that
the score for the ith factor of the jth alternative is x;;. These alternative scores
are represented by the decision making matrix shown in Table 2. The weights w;
represent the overriding preferences of one factor over others.

Table 2. The decision matrix.

Factor 1 Factor 2 --- Factor n
C1 11 12 ot Tin
C2 T21 Ta2 Tt Ton
Cm Tm1 Tm2 “r Tmn
Weights wy w2 See W

To determine the relative closeness of the alternatives from the zenith, TOP-
SIS’s first step is to normalise the decision matrix shown in Table 2 as follows:
T
zij = # (1)
Zj:l Tij
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The normalised decision matrix is then multiplied by the weights for each factor
to give the weighted normalised decision matrix such that v;; = w;z;; Vi, j 11 =
1,---,m, j=1,---,n.

The zenith At ={v;, -+ v} is made up of the best values for each criterion
and the nadir A~ ={v;,--- ,v,,} is made up of the worst values of each criterion.
For example, v]" is the highest value for a maximisation objective on Factor 1,
and v is the lowest value. Similarly v; is the lowest value for a minimisation
objective on Factor 2, and v5 is the highest value.

Zenith AT

af = [T (s )
7,

o

d;y = /> (vij — v;)

Nadir A~

Fig. 2. A simplified illustration of the TOPSIS approach.

These concepts are illustrated in Fig. 2. Given the Euclidean distances shown
in the figure, the relative closeness score t* for each alternative to the zenith is
calculated from

= : 2)
{Zi (vs5 = U?)Z] Tt [Ei (035 = 05)2] 2

This means that selection alternative a is better than b if and only if ¢} > t;“,
and indistinguishable if ¢} = ¢

3.2 Owur Approach

Our model uses TOPSIS to analyse the multiple factors and their corresponding
objectives so as to select the best actionable COAs for the given factors. We first
populate the decision matrix shown in Table2 with scores from the COA sets
that we need to choose from by assigning values to each factor for all the COA
alternatives C; under consideration.

The first three factors are simple counts of the number of SINKs of each
type in the COA set. For example, if there are 2 vulnerabilities in the COA
set, then the score for the first factor would be 2. Since a network can only be
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as secure as its least secure assets, the missions impact values are determined
by the highest mission impact score of the asset, or set of assets, whose SINK
nodes are associated with a COA set [7]. That means, the mission impact for
C; would be the highest mission impact on hosts identified by the vulnerable
nodes identified in the COA set. For example, if the COA set points to SINKs
on hypothetical nodes 7, 8, and 9 (see Fig.1), then the mission score for that
COA set is the maximum score for the missions supported by those three nodes.
Although the mission impact score ranges in [0,10], we used discrete values
of 0, 1, 5, 8 and 10 representing None (N), Low (L), Medium (M), High (H)
and Very High (VH) respectively. Such assignments correspond to those used in
operational networks [2,10].

Operators assign scores for the next three factors from known remediation
impediments. The cost and rank scores are assigned by GENESIS based on
Sawilla’s algorithms [4,14]. To simplify our problem, we assumed that all the
scores would be automatically assigned by an autonomous remediation module
that aggregates network security data. For military networks, we further assumed
that missions data would be readily associated with each asset on the network.
In keeping with organisational policy or prevailing security risks, operators can
assign relative weights to the factors so that selection preference can be given
to some factors over others. For our work, we assume that all factors have equal
weights although our model can handle varying them to represent operational
preferences.

Before applying TOPSIS, we slightly modified it by changing the zenith and
nadir vectors. In their work, Kim et al. [2] noted that new input values can change
the zenith and/or nadir. Such changes require the recalculation of ¢*, which
could result in changes to the selection alternatives. They avoided this problem
by fixing the values of the zenith and nadir to the maximum (for maximisation)
or minimum (for minimisation) possible scores for the zenith and the opposite for
the nadir. We use this technique in our work to allow for selection comparisons
across multiple sets of COA sets.

We then apply TOPSIS to our decision matrix. Our model, which simultane-
ously combines all selection objectives, calculates the values of t+ for each COA
set alternative. We then rank the COA sets based on the their relative scores ¢+.
The COA set with the highest score becomes the first choice for implementation.
We tested our model on a simulated experimental network.

4 Experimental Results

4.1 Test Data

For test data, we used COA sets that we generated using an existing virtualised
lab network prototype, GENESIS, shown in Fig. 3. The network consists of fully
configured virtual hosts running real operating systems and servers with real
vulnerabilities. To emulate an operational network, it is made up of three zones,
the demilitarised zone (DMZ), the security and corporate zones. Despite its
small size, the COAs generated from it are the same as those generated in a
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large enterprise network, except that the latter would have a significantly larger

number of COAs.

Attacker

Fire]

Secure 192.168.2.0/24

FileServer
192.168.2.20

0

$

Workstation 4
192.168.2.30

gﬁ |
Workstation 3
192.168.1.40

SqlServer
192.168.2.10

Corporate 192.168.1.0/24

MailServer
192.168.1.10

Workstation 2
192.168.1.30

Workstation 1
192.168.1.20

MailServer
192.168.100.10

DMZ 192.168.100.0/24

WebServer
192.168.100.40

Fig. 3. The test network in a virtual environment (adapted from [4]).

We simulate an attacker, located on the Internet, targeting any of the assets
on the network. We also assumed that an attacker could target any asset on
the network from any other network host, a reasonable assumption given that
attackers can launch multi-step attacks from any other node. This setup allowed
us to generate more data for our testing than we could have achieved otherwise.
We then arbitrarily assigned attackers and targets on the network and used
MulVAL to generate attack graphs for each attacker-goal combination [3-5]. For
each combination, we generated COA sets by repeatedly relaxing the remediation
budget limits using Sawilla’s algorithm [4]. This approach enabled us to generate
120 unique sets of COA sets for our experiments.

Table 3. A set

of COA sets generated using MulVAL.

COA set | Nodes in COA set
Cq [99]

Co [99,114]

Cs [99,114,163]

Cy (99,114,21,163]

Cs (99,114,21,29,163]
Ce (99,114,121]

A typical set of COA sets generated this way is shown in Table 3. The table
shows 6 COA sets C; for ¢ = 1,--- ,6. When MulVAL [3] generates the attack
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graph, it assigns identification numbers to each SINK node in the COA set (see
Sect. 2). These node numbers are represented in square brackets in Table 3. For
example, the COA set C; requires the removal of SINK node 99, which may be
patching a software vulnerability. We will use the above set of COA sets in the
examples of our results later on.

4.2 Survey of Experts

In order to analyse the selections of human experts under given scenarios rep-
resented by our selection attributes, we carried out a survey of cyber security
experts drawn from experienced colleagues. We presented them with the net-
work shown in Fig. 3, whose assets had been arbitrarily assigned to missions.
We assumed that this network is able to support different missions that could
be impacted differently by remediation, a reasonable assumption for a typical
operational network.

To limit the time spent on the survey, we arbitrarily selected 50 sets of
COA sets for the survey. Through a custom survey application, we tasked the
experts with completing the survey three independent times. During the survey,
they were repeatedly presented with a set of COA sets similar to the one in
Table 3 together with selection rationales as represented by the values of selection
attributes. The experts were then expected to use their knowledge and experience
on those rationales to select the best and second best COA sets to implement to
improve network security. For example, from Table 3, an expert could select Cs
and Cs as the best and second best COA sets. We recorded the survey results
for further analysis.

4.3 Decision Making with TOPSIS

TOPSIS Consistency

We used attribute scores to populate the TOPSIS decision matrix (see Table 2).
Then we determined the relative closeness score tT for each COA set, and selected
the set with the highest value of t* as the best alternative. We also ranked the
rest of the alternatives based on the COA sets’ scores. For example, in one
scenario, the rankings of the set of COA sets in Table 3 were, from best to worst,
Cs, C4, Cy, Cg, C5 and C;. However, before we discuss the selections in detail,
we analyse the validity and consistency of our TOPSIS approach for the given
attributes.

To analyse TOPSIS’s consistency and repeatability, we determined how well
its solutions satisfied the multiple objectives reflected in the decision matrix. For
each objective, we determined how changes to other attributes affect the overall
TOPSIS score, and therefore the resulting selections. If TOPSIS is consistent,
we would expect the variation in scores to show a monotonic increasing curve
for maximisation and decreasing for minimisation objectives. We demonstrated
these variations using three arbitrarily selected, but representative, scenarios.
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Scenario 1

Using the set of COA sets shown in Table 3, we first consider the variations
of TOPSIS scores on COA set Cg. We varied the missions impact scores on
Cs (equivalent to mission impacts on an asset on node 121 for example) while
keeping all the other attribute scores constant. The variation of the TOPSIS
scores on COA set Cg are shown as blue diamond shapes in Fig. 4. The Cg graph
(blue diamonds) shows that as the impact level of the COA set Cg was increased
from N to VH, the TOPSIS score showed a monotonic decreasing trend. This is
an expected result, since an increase in the impact should translate into a less
favourable alternative, and therefore a lower TOPSIS score.

—+—Cg (Node 121)
—=— Cy4 (Nodes 29,121)
0.9 —+— C5 (Nodes 21,121)
[}
5
@
A
E 0.85
o
=
0.8

Impact level

Fig. 4. TOPSIS scores for variations in impact levels for COA sets Cs and Cg due to
changes in impact levels on nodes 21, 29 and 121.

Scenario 2

In this experiment, we also performed similar analysis on COA sets C, and
Cs. We simultaneously varied the mission impact scores for C4, Cs and Cg
(equivalent to simultaneous mission impacts on assets at nodes 21, 29 and 121).
The variations in TOPSIS scores for COAs C4 and Cjy are respectively shown
on red squares and brown circles graphs in Fig. 4.

Similar to the Cg (blue diamond) graph, these two graphs are monotonically
decreasing with worsening impact scores as would be expected. The curves also
show that as the impact scores for COA sets C4 and C5 were changed simultane-
ously by the same value, the resulting TOPSIS scores maintained the superiority
of Cs’s score over Cy4’s. Due to the nonlinear nature of ¢, the gap between the
curves’ scores is not always maintained, although the relative ranking is.
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Scenario 3

In the third and final scenario, we analysed the TOPSIS scores on COA set Cg
with variations in impact and rank scores on that COA set. The variations are
shown in Fig.5. For each graph, the monotonically decreasing shapes are the
same as in Fig. 4—a trend that is expected for the same reasons. For each impact
level on Cg, the TOPSIS scores are also monotonically increasing with increasing
rank values. These results are also what we expected since the objective on this
attribute is to maximise the security benefit score.

—+— Rank = 1.0
0.9 —m— Rank = 0.6
—e— Rank = 0.2
2
S 0.85
@
X
n
5 o0s
H
0.75

N L M H VH
Impact level

Fig. 5. Variations in TOPSIS scores for set Cg with variations on impact and security
benefit scores for the same COA set.

The rest of the attributes showed trends pursuant with their decision matrix
objectives. This led us to conclude that although we do not have a way to validate
these comparisons at this time, they are repeatable and self consistent and, most
importantly, meet the objectives for which they were intended.

TOPSIS Selection Examples

Having determined the consistency of TOPSIS, we performed a number of exper-
iments to show how well it can handle COA selections in an operational environ-
ment. We aimed to demonstrate this by showing the different selection options
as the values for the COA attributes were changed. The summary of a typical
selection ranking using our algorithm is shown in Table 4.

The table is divided into three parts represented by circled letters. Each part
demonstrates an important aspect of our TOPSIS approach. The first part (a) of
the table shows ranking variations as the impact values for node Cg are changed.
The second part (b) shows similar ranking variations for simultaneous impact
changes for nodes C5 and Cg, representing similar impacts on nodes 29 and 121.
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Table 4. TOPSIS selections for COAs on nodes with varying impacts. Column VH*
also simulates an unavailable patch.

Selections
COA @ Impacts for Cg nodes @ Impacts for Cs and Cg nodes
set ([ N|L|M|H VH L|{M|H|VH @ VH*
Ci 66|65 5 6|6 |5 4 3
Cs 414|313 3 41413 3 2
Cs 21211 1 21211 1 X
Cy 3131212 2 313121 2 1
Cs 5155 1|4 4 5|/ 5|6 6 5
Cs 1[1]41|6 6 1(11(4] 5 4

The third part (¢) shows the same ranking selections as in the VH impact of the
second part of the table, but with no patch for a vulnerability in COA set Cs.

Impacts on Cg Nodes

The first part of Table4 shows that when there was no (N) impact to missions,
COA set Cg was the best choice. The same selection was taken at low (L) impact,
although Cs was selected for higher impacts. These selection variations were a
result of the changes in TOPSIS scores. The different selections confirm score
changes with variations to mission impacts as illustrated in Figs. 4 and 5. In this
case the higher mission impact levels for Cg gave it a lower TOPSIS score, making
it a less favourable alternative and Cj the best choice. The unchanging selections
for some impact levels (e.g. from M to VH for Cs3) were due to insufficient relative
score variations resulting from changes in impact levels in COA set Cg.

Impacts for Cs and Cg Nodes

We obtained similar results when we simultaneously changed the impact scores
for Cs and Cg (equivalent to changing impact scores on node 121). The ranking
trend was the same for the lowest impacts (N and L), and mostly the same
for high impacts, but significantly different for medium impact (note that the
ranking for no impact is the same as in the previous case). This difference was
due to insufficient TOPSIS score changes, resulting from changes in mission
impacts from low (L) to medium (M), to allow Cs3 (second choice) to be selected
instead.

No Patch for Cg

Finally, using the same scores for the VH impact scores in the previous part, we
simulated an unavailable patch for C3. The COA set C3 was eliminated from
the ranking and COA set C4 became the best option.

These selection experiments show the capability of our algorithm to select the
best actionable COAs satisfying its multiple objectives. This is the consistency
and repeatability we expected. The invariancy of the selections observed in some
cases are a result of small changes in the TOPSIS score that were not high enough
to trigger selection changes. To further study our algorithm’s performance, we
analyse surveyed experts’ selections and compare them with those from our
approach.
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4.4 Experts’ Selections

As discussed earlier, we asked three experts, A, B, and C, to make preferential
selections from 50 sets of COA sets. We asked each expert to complete the survey
three times. Each instance of the experts’ survey attempt is represented by the
number of that attempt. For example, the first, second and third survey attempts
by expert A are represented as A;, Ay, and As respectively. Our objective was
to analyse the degree to which our experts’ selections agreed with each other
and with our TOPSIS approach.

To analyse the degree of agreement, we define an agreement factor s as the
ratio of selection agreements m to the total number of sets of COA sets n under
consideration [10]. Thus

s= (3)

Similar to correlation measures, we consider agreement factors close to the per-
fect agreement s = 1 as very strong and those close to no agreement (s = 0) as
very weak.

Table 5. Comparisons of experts’ selection agreements.

Expert selections
A1 |As |As |B1 |Bx |Bs (C1 |[Ca |Cs
Experts’ selections | A1 | — | 74% | 72% | 46% | 52% | 46% | 68% | 66% | 68%
Az - 84% | 54% | 58% | 52% | 68% | 66% | 66%
As - 54% | 58% | 52% | T0% | 72% | 72%
B - 2% | 72% | 56% | 58% | 56%
B> — 78% | 58% | 56% | 58%
Bs — 62% | 60%  62%
Ch1 — 88% | 88%
Cy — 92%
Cs -
TOPSIS 64% | 68% | 74% | 60% | 54% | 58% | 84% | 94% | 84%
All 44%
TOPSIS 32%

The results from the comparisons of the three experts’ selections are sum-
marised in Table5. In the table, each expert’s three selections are compared
against the other experts’. For example, expert A’s first survey selections Ay,
were compared against their second A, and third As selections, as well as those
performed by B and C'. The third row from the bottom shows the agreements of
each expert with our TOPSIS approach. The next row shows the simultaneous
agreement levels of all the experts. The simultaneous agreements of all experts
and our TOPSIS approach is shown in the last row.
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The self-consistency of over 70% among the experts is strong for human
experts in a multi-attribute problem. The experts showed their highest self-
consistency between the second and third selections. This is an expected result
since the experts would have been more familiar with the alternatives during the
final two survey attempts than during the first.

The agreements among different experts is not as strong as the experts’ self-
consistency. The highest agreement was between A’s and C’s selections, at about
70%. In total, all experts’ selections are in simultaneous agreement in 44% of the
cases, which is low. Such results underscore the need for a consistent approach to
prioritise the COAs in an environment that could be manned by many experts
or for an application to autonomous defence modules in automated CND.

With all the inconsistencies in the experts’ selections, it is difficult, if not
impossible, to determine if the selections are correct. So, we further analysed the
selections against the systematic TOPSIS rankings that we have just determined
to be consistent in its selections (although we have no way to validate its accuracy
at this time). As shown in Table 5, expert C' has the highest agreement with the
TOPSIS ranking. However, all experts’ selections are in simultaneous agreement
with the consistent TOPSIS selections in only 32% of the cases, implying a
collective expert consistency of 32%. This is not a surprising result since the
experts could choose COAs that are off the maximal selection (provided by
TOPSIS) by varying levels of magnitude.

An example of these selection inconsistencies are shown in Table 6. In the
table, we show the first two selections by each expert and compare them to
the TOPSIS selection (T). We also show the TOPSIS rankings for selection
comparisons. In this example, the experts’ selections at low impact levels were
all consistent. However, at a high impact level, the inconsistency is apparent.
While A and C were self-consistent, C’s selection did not match the TOPSIS
selection as A did. B’s selections did not match each other nor TOPSIS’s, again
reinforcing the need for a methodology, such as demonstrated by our approach,
that could either be used in automated CND or provide consistent remediation
support to network security operators.

Table 6. Analyst and TOPSIS selections for COAs on nodes with varying impacts.

Selections

COA | Low impact High impact

set A1 ]A2|B1 B2 |Ci|Cy T A1 A2 |B1|Be | C1|Coe | T
Ci 6 5
Cs 4 3
Cs 2 |V |V v
Cy 3 v 2
Cs 5 v |V |6
Cs vV IV VIV VYV v 5
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4.5 Discussion and Possible Future Work

Our work showed the inconsistency in the selections by human experts even
when they are presented with the same information. In practice, this is not
unexpected as it reflects each expert’s security preferences, which are based on
their knowledge and experience. Unfortunately, such inconsistencies may result
in errors when the network can least afford them. In addition, the inconsistencies
make it hard to model and incorporate COA selections into automated CND
systems such as ARMOUR. This reinforces the need for consistent systematic
approaches such as ours, which can be integrated with automated CND systems.

In the absence of a ground truth, it is not possible to validate the solu-
tions from our approach. But, the approach is self-consistent and its selections
and rankings are based on systematic measures that represent a combination
of multiple objectives that reflect the security requirements in an operational
environment. We therefore argue that, given TOPSIS’s high success rates in
solving MADM problems [1,2], its solution is a close representation of the mul-
tiple objectives we originally identified in our decision matrix. Compared to the
inconsistent manual process by human operators, our approach is a good can-
didate for applications in autonomous network security modules in automated
CND.

There are two main possible applications of our work. The first application
is for autonomous COA selection decision making in automated CND systems.
The approach would get security context data from the defended network envi-
ronment and aggregate it with operational data to determine selection measures
that would help the system to select the best actionable COA under the given
conditions. The second possible application is to train cyber security experts
in making consistent selection decisions. The system could be used to compare
its selections against experts’ and the results used to train operators or identify
areas needing improvement. It could also be used to identify and correct opera-
tors’ subjective selection biases in both the selection factors and the operators.

One deficiency from our approach is that it is difficult to quantify a selection
miss to determine how far it is from the correct result. The multi-factor score
difference could be so minor to be insignificant or so big that it could be a show
stopper. All our approach does is to determine a measure of closeness to an
ideal solution that meets our objective. We recommend future work to look into
variance measures that reflect how far a selection is from a perceived ideal one.

Although our study is based on a limited number of factors that we deter-
mined using our network security expertise, it has produced promising results
showing the relative ranking of COAs. While our approach is supposed to work
with a broader set of factors than the ones we used in our work, we did not
test it as it was not part of our study and we do not know how scalable that
expansion would be. We therefore recommend future work to study possible
additional factors that could influence COA selection decisions. The study could
use consensus-based rating techniques, such as the Delphi method [22], with
security experts to determine and prioritise those factors. Factor prioritisation
weights can then be assigned accordingly (see Sect. 3).
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To improve the accuracy and comparison of our algorithm, we could investi-
gate the aggregation of experts’ decisions instead of analysing them as individual
decisions. That way, we can compare our algorithm against the consensus deci-
sions of our experts. Methodologies such as the Delphi method [22] could also be
used to determine experts’ consensus selections. We recommend further studies
on whether such consensus selections could be considered as the ground truth
against which to compare our algorithm.

Our work selected to use the TOPSIS approach based on its reputation in
solving MADM problems similar to ours. However, other techniques such as
simple additive weighting (SAW), and analytical hierarchy process (AHP), for
example, could be considered as possible solution candidates as well. In addition
to consistency and repeatability, the techniques can then be evaluated based
on other measures such as simplicity of use, time, and understandability for
example. We leave such investigations to possible future work.

Our work was carried out on a simulated lab network with real vulnerabilities.
Practical networks are more complicated than the GENESIS network that we
used. We did not have data to test our approach with such complex networks, so
it is unclear how our approach would perform under such conditions. We expect
the number of COA sets to be significantly large, requiring multiple sizeable
runs of our algorithm. This could take more time than in the small network used
in our study. Such additional time could impact decision making in automated
systems where consistent results are needed promptly. We therefore recommend
future research to investigate the impact of applying our algorithm on large
operational networks.

5 Conclusions

In this work we have shown how inconsistent human operators can be when asked
to make course of action (COA) selections even if they are provided with the
same information. This is undesirable for automated computer network defence
(CND), which requires consistent and repeatable COA selections based on iden-
tified contextual and security information. To correct this inherent weakness in
human decision making, we have developed a multi-attribute decision-making
(MADM) algorithm to select actionable COAs for the effective security of a
defended network. For its decisions, our algorithm uses network security, opera-
tional and contextual factors that we believe to be the most important for COA
selection and prioritisation.

We have shown our approach produces repeatable and consistent selections
based on quantifiable security measures from the network and the operational
environment. Our solution is based on the Technique for Order of Preference
by Similarity to Ideal Solution (TOPSIS) technique that has found significant
successes in solving MADM problems resembling ours. Therefore, in the absence
of a ground truth to validate our approach, we argue that TOPSIS’s repeatable
and consistent solution of our MADM COA selection problem as characterised
by the multiple selection objectives, will effectively provide network security
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that meets those goals. Our results’ repeatability and self consistency have been
shown to outperform human experts’, making our model a good candidate for
automated CND applications that require consistent and reliable solutions based
on the security environment.

Our approach could also contribute to the efficient utilisation of resources in
an operational environment. The low levels of simultaneous agreements among
experts show that sole reliance on human expertise could contribute to resource
wasting as experts would need to expend more time to resolve their selection
disagreements before implementing remediation measures. Such time could be
best utilised in performing other security tasks if the technique we report in this
work is exploited into an operational tool.
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