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Abstract. Due to high mobility of vehicles, stability has been always one of the
major concerns of vehicle clustering algorithms. In this paper, we propose a
novel clustering algorithm based on the information of route planned by
vehicular navigation systems. Including route information into cluster mecha-
nism is not trivial due to two issues: (i) stability is a property of time rather than
position, (ii) route diversity may cause high re-clustering overhead at road
intersections. To address the first issue, we propose a function to quantitatively
calculate the overlapping time among vehicles based on route information, with
which a novel clusterhead selection metric is designed. To address the second
issue, we design a mechanism of future-clusterhead, which can help avoid
message exchanges at intersections. The simulation results show that, compared
with similar works, our algorithm can cluster vehicles with higher stability and
at the same time lower communication cost.
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1 Introduction

Vehicular Ad hoc NETwork (VANET) [1, 2] enables vehicles to communicate with
roadside (V2R) or other vehicles (V2V) via wireless communications. VANETs can
help drivers to acquire real-time information about road traffic status. One of major
challenges in VANETs is the rapid change of network topology due to high mobility of
vehicles. Establishing a cluster based hierarchy [3] is an effective and popular approach
to cope with topology dynamics in ad hoc networks, including VANETs.

Most clustering algorithms use leadership metrics based on (relative) speed and
distance. The SP-Clustering algorithm [4] is a typical example of this category, where
the relative speed is calculated by the change of distance. More precisely, the distance of
two vehicles is calculated using the signal strength of hello messages. Based on distance
change, the algorithm can determine whether two nodes are closing to each other, and
then delay cluster re-organization if possible. The affinity propagation (AP) algorithm
[5, 6] is a distance-based clustering algorithm, which requires a lot of iterative loops that
increase the delay time of cluster construction. Another type of leadership metric is
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based on connection/link duration time. A vehicle needs to estimate the duration of the
links with its neighbors and such a value is used to evaluate the priority of being
clusterhead. The algorithms in [7, 8] choose the node with the longest connection
duration as clusterhead, while the MA-Clustering algorithm in [9] takes the distance to
destination points into consideration. The MA-Clustering algorithm takes into account
the destination of vehicles, including the current location, speed, relative destination and
final destination of vehicles, as parameter to arrange the clusters. The metric for clus-
terhead selection is the weighted sum of three parts: current distance of two vehicles,
current speed difference of two vehicles and distance between their destination points.

Although navigation route has not been considered in clustering algorithms, it has
been used in selecting data forwarding nodes in [10], where the term “trajectory” rather
than “route” is adopted. Li et al. [11] propose a network coding with crowd
sourcing-based trajectory estimation method to transmit data in vehicular networks. The
estimation is completed by every node based on the pre-trajectory of GPS navigation.
Network coding is used for data transmission according to the result of trajectory
estimation. The STDFS algorithm proposed in [12] makes use of route information is a
shared way. Such information is used to predict the encounters between vehicles, and a
predicted encounter graph is constructed accordingly. Based on the encounter graph,
STDFS optimizes the forwarding sequence to minimize delivery delay under a specific
delivery ratio threshold. The TMC algorithm in [13] considers navigation route based
multicasting. Route information is used to predict the chance of inter-vehicle encounter
between two vehicles, and then the prediction result is further used to characterize the
capability of a vehicle to forward a given message to destination nodes.

In this paper, we consider to improve the stability of clusters by making use of
navigation route information. The route of a vehicle can be planned in advance by the
navigation system. Such a route obviously indicates the future movement path of the
corresponding vehicle [13, 14]. To improve the stability of clusters, vehicles with
similar routes should be grouped into one cluster.

To construct a better cluster, we design a residual route time function, which
quantitatively calculates the time during which two vehicles may keep to be neighbors.
With this function, we design a metric to evaluate the priority of leadership (being
clusterhead). Our metric also includes the number of neighbors as input, to guarantee
the effectiveness of the cluster structure in terms of topology control.

To reduce the cost of cluster maintenance, we design a mechanism of future-
clusterhead. Considering that some nodes in a new cluster may previously come from
the same old cluster and have known routes of each other, we let only one of them
exchange route data with nodes from other clusters for possible merging. Such a
vehicle is called a future-clusterhead. Future-clusterheads are also elected based on
route information collected during cluster forming.

To examine the performance of our algorithm, we conduct simulations using ns-3.
The results show that, our navigation route based clustering algorithm can achieve
higher stability and at the same time reduce communication cost.

The rest of the paper is organized as follows. Section 2 presents the system model
and assumptions involved in our design. The proposed clustering algorithm is pre-
sented in Sect. 3. Performance evaluation is reported in Sect. 4 and finally Sect. 5
concludes the paper with future directions.
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2 System Model and Assumption

In our work, we assume that each participating vehicle is equipped with a navigation
system. The system can provide information like position (via GPS) and speed of the
vehicle. Each vehicle has a predefined start location and destination location. The route
of a vehicle is planned by the navigation system. A route should be set at the starting
and may be dynamically changed on the way according to traffic conditions, but such
changes should be infrequent.

The route data of a vehicle is a sequence of road segments and turn directions (turn
left, turn right, no turn) at intersection between two adjacent segments. In each route,
there is no repeated segment, and also no loops. For the simplicity of presentation, we
assume the intersection is the typical cross of two roads. The traffic light is placed at the
intersection to control the passing of vehicles. Intersections of other types, i.e. crossing
of more roads, can be handled similarly.

Each vehicle is also equipped with a wireless communication device. Two vehicles
are connected in ad hoc way. The wireless link is assumed to be reliable and no packets
will be lost. Two vehicles within transmission range of each other can communicate
directly and they are neighbors of each other. The transmission range is less than the
length of a road segment. Heartbeat messages are periodically exchanged among
neighbors to probe neighbors, so each vehicle knows its neighbors and maintain a
neighbor list. A heartbeat message also carries the speed and position information of
the sender.

The route of a vehicle consists of a sequence of road segments, and each segment
can be represented by the corresponding intersection ID (or number) and direction to
go. Such information is with small size, so it can also be included into the heartbeat
messages when it is necessary. On the other hand, if the route information is too large
to be integrated into heartbeat message, vehicles can exchange route information via
special messages. Since navigation route of a vehicle is seldom changed after selected,
exchange of route information can be done with a much longer period than heartbeat,
and the overhead of route information exchange would be quite small.

3 The Proposed Algorithm

Same as most existing clustering algorithms, our proposed algorithm consists of two
phases: cluster formation and cluster maintenance. However, our algorithm has an
additional mechanism of future-cluster. Future-clusters are formed in the cluster for-
mation phase and used in cluster maintenance phase to save communication cost.

In the following, we first present the definition and calculation of RRT, and then
describe operations of cluster formation, future-cluster formation and cluster maintenance.

The status of a node may be:

• Undecided state (UN): the node is not in any cluster.
• Clusterhead (CH): the node is a clusterhead.
• Cluster member (CM): the node is a member of some cluster, but not a clusterhead.
• Future-clusterhead (FCH): the node is a future-clusterhead, which is in charge of

coordinating the merge of clusters.
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3.1 The Metric of Residual Route Time

In our design, we define RRT, which is the representation of the “overall” time duration
of neighborhood between a vehicle and its current neighbors. Table 1 lists the notations
used in the definition of RRT.

For a pair of neighbor nodes i and j, we can estimate tij, the time they will keep to
be neighbor in future trip:

tij ¼ R� jlj � lij
jvj � vij þ

X
k2Ci \Cj

ðrk
vk
pkijkÞ ð1Þ

The calculation of tij consists of two parts. The first part is the short-term estimation,
which estimates the time that two vehicles will keep to be neighbors in the current road
segment. It can be calculated using the current speed and position information. The
second part is the long-term estimation, which is the time that two vehicles may be
neighbors of each other in the future overlapping road segments. Since the vehicles have
not entered these segments yet, such a time duration can only be calculated based on the
expected speed obtained from historical data vik. We introduce the parameter pijk to
denote the probability that two neighboring nodes become disconnected at road k. Such
a value can be obtained by historic data analysis.

Then, considering all neighbor nodes of i, we have the total time of neighborhood,
and the number of neighbor nodes. Therefore, we add two parameters in the final value
of residual route time RRT, i.e.:

RRT ¼ hiti where : hi ¼ 1
ni

X
j2Ni

ni
nj

¼
X
j2Ni

1
nj
; ti ¼

X
j2Ni

tij ð2Þ

Table 1. Notations used

Notations Meaning Notations Meaning

R The transmission range li The current position of node i
Ni The set of neighbor

nodes of i
vi The current speed of node i

ni Number of neighbors,
i.e. ni = |Ni|

vk The expected speed of vehicles at road
segment k

Ci The planned route of
node i

pijk The probability that nodes i and j being
neighbors at road segment k

rk The length of road
segment k
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Finally, we have the complete definition of RRT:

RRT ¼
X
j2Ni

1
nj

X
j2Ni

R � ‘j � ‘i
�� ��

vi � vj
�� �� þ

X
k2Ci \Cj

ðrk
vk
pkijkÞ

2
4

3
5 ð3Þ

The above calculation of RRT focuses on the effect of vehicle movement and the
quality of wireless link between neighboring nodes.

3.2 Cluster Formation

Initially, there are no clusters and all the vehicles are in undecided (UN) state. The
clustering algorithm is initiated by the upper layer application or other mechanisms.
The first step is exchanging HELLO messages with its neighbors to collect information
used in the calculation of RRT. More precisely, the HELLO message contains neighbor
number and route data. Notice that in the beginning, the nodes do not know their
neighbors and the neighbor number in the HELLO message is set to be zero. Later, the
number of neighbors is changed according to the HELLO messages from neighbors.

Upon receiving HELLO messages from neighbors, a vehicle i will calculate its
RRT accordingly, and then includes its RRT value into its HELLO message. To adapt
the dynamic changes of network topology and navigation route, RRT value is updated
upon the detection of such changes. Obviously, i will receive HELLO messages
containing RRT value from its neighbors in the third and later rounds.

In the initial state, each node is in the UN state, so there is no clusterhead in the
neighbor list of any node. When an UN node detects no clusterhead in its neighbor-
hood, it will start the clusterhead election procedure. It will firstly include all UN
neighbors into a CH election list, excluding those without sharing/overlapping navi-
gation road segments. Notice that the CH election list contains only UN nodes, and a
non-UN node will not be included, even though it has a greater RRT. If vehicle i has a
greater RRT value than all its neighbors in the CH election list, i itself is selected as a
clusterhead by switching to the CH.

In later rounds, when one or more HELLO messages from clusterhead are received,
i will choose to join the cluster with the highest RRT value by sending a JOIN(CHid,
UNid) message. The corresponding clusterhead will send an ACK(CHid, UNid) message
to confirm the join. Vehicle i then switches to be in the CM state.

On the other hand, if the UN node i does not receive HELLO message from
clusterhead (all neighbors with higher RRT join clusters of other vehicles), i will wait
for more rounds until a suitable CH is found or it has the greatest RRT among all the
UN neighbors.

Since at each round, at least one UN node changes its status to CH or CM,
eventually each UN node will decide its status and the cluster formation procedure
stops.
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3.3 Future-Cluster

The vehicles in one cluster may turn to different directions at the next intersection.
Accordingly, we divide one cluster into multiple future-clusters, each of which contains
vehicles that will turn to the same direction. Then, after passing the intersection,
vehicles in the same future-cluster can simply form a new, even without exchanging
node status information. This can help reduce the overhead of cluster maintenance, in
terms of both message and time.

Since each cluster is coordinated and managed by its clusterhead, the formation of
future-clusters is also conducted by clusterhead. After a cluster is formed, the clus-
terhead must have collected route data from all members.

The future cluster formation is triggered each time the clusterhead detects that it has
entered a new road. By checking the route of cluster members, the clusterhead can
divide them into future-clusters according to their direction at the next intersection. At a
typical intersection with two roads cross with each other (other intersection scenarios
can be handled similarly), vehicles will take one of three directions: LT (left turn), RT
(right turn) or NT (no turn). Then, at most three future-clusters may be formed within
one cluster.

Accordingly, the clusterhead can compare RRT values of all members and assign
the vehicle with the largest RRT in a future-cluster to be the future-clusterhead. To keep
stable, the clusterhead will choose itself as the future-clusterhead of its own
future-cluster. After the clusterhead of a cluster determines future-clusters and assigns
future-clusterhead, it will broadcast the results to all members, via a FCH(fch_list,
fch_fcm_list) message. And each member will learn about its own future-cluster and
future-clusterhead.

Notice that a node assigned to be future-clusterhead will not start the cluster
merging procedure until it passes the corresponding intersection. On the other hand, the
cluster member maintenance mechanism of a future-cluster, which is similar to the
mechanism of a cluster, will begin immediately after the future-clusterhead is assigned.

3.4 Cluster Maintenance

After clusters are already formed, the cluster members and clusterhead of a cluster
monitor each other via HELLO messages. The HELLO message of a cluster member is
different from common HELLO messages. It contains the ID of the cluster it belongs
to, which may be in fact the ID of the clusterhead. When a cluster member is dis-
connected from its clusterhead due to speed difference or turning at intersections, it
needs switch to another cluster. On the other hand, new clusterhead may be selected
due to split and merging at intersections. Moreover, a cluster should be destroyed if
there are too few members or a clusterhead with higher RRT value is in the neigh-
borhood. Such cases are handled by cluster maintenance mechanism.

Cluster switch. When a cluster member i detects disconnection from its current
clusterhead, it will switch to UN state, and try to switch to some cluster with the
clusterhead that is currently in neighbor list by sending a JOIN(CHid, UNid) message.
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The following operations are the same as in the cluster formation procedure. When the
target clusterhead j receives the JOIN(CHid, UNid) message, it will reply with an
ACK(CHid, UNid) message and i becomes a new member of cluster j.

Cluster merging. The case of cluster change at intersection is more complex. After
passing an intersection, one cluster will be split into three or less future-clusters. Once a
future-clusterhead passes the intersection, it will starts the procedure of cluster merging
with other cluster/future-clusters that enter the same lane.

The future-clusterhead will first try to merge with other clusters. It will prepare the
candidate clusterhead list by adding the clusterhead neighbors and excluding those
without overlapping route and those not entered the current lane yet. Then, the
future-clusterhead will select the node with the greatest RRT, say CHid, from candidate
clusterhead list, and send a QUERY(CHid, FCHid, fcm_list) message to CHid, which
carries future-clusterhead id and future-cluster member list. Upon receiving a QUERY
(CHid, FCHid, fcm_list) message, the clusterhead will reply by broadcasting
RESPONSE(CHid, FCHid). Corresponding to the RESPONSE(CHid, FCHid), a cluster
member can join the clusterhead CHid, along with future-clusterhead FCHid. Notice
that we let only clusterhead respond to a query to reduce message cost.

On the other hand, if no clusterhead is in the candidate clusterhead list, clusterhead
re-election is unavoidable. To reduce role changes and simplify operations, clusterhead
re-election is done among only future-clusterheads. The future-clusterhead with the
greatest RRT is elected as the new clusterhead, and other future-clusterheads will join
the new cluster together with their members.

Cluster destruction. A cluster may be destroyed if there are too few members.
A clusterhead keeps monitoring its members and neighbor RRT value via HELLO
messages. If the number of members decreases and becomes less than a predefined
threshold for a time long enough, the clusterhead will destroy the cluster by switching
to be a future-clusterhead and try to join another cluster. The rest operations are the
same as cluster merging.

4 Performance Evaluation

To evaluate the performance of our algorithm, we conduct simulations using ns-3. The
mobility of vehicles is simulated via SUMO. To accurately examine the effect of our
proposed future-clusterhead mechanism, we simulate our algorithm under two different
variants: RT-Clustering is the variant without future-clusterhead and RTF-Clustering is
the variant with the future-clusterhead mechanism. For comparison purpose, we also
simulate three representative existing algorithms: ID-Clustering [15], SP-Clustering
[4], and MA-Clustering [9]. We set a road network of a grid topology, with 4 horizontal
roads and 4 vertical roads. Each road has eight lanes, four for each direction. The
crossing point of two roads is viewed as an intersection. Each road segment between
two crossing points is set to be 1 km. The maximum speed of vehicles is varied from
10 m/s to 35 m/s. The value of pijk plays a significant role in our algorithm. In our
simulation, we adopt the value 0.8 in the discussion of simulation results.
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We adopt four metrics to measure the performance of clustering algorithms.

• Average clusterhead lifetime (CHT): the average consecutive time a node acts as a
clusterhead.

• Average cluster member lifetime (CMT): the average consecutive time a node acts
as a cluster member. This metric is similar to CHT.

• Average cluster size (ACS): the average number of nodes in a cluster.
• Number of messages sent per node (NMS): the average number of messages of a

node sent to form and maintain the cluster architecture.

We now present and discuss simulation results according to metrics. The confi-
dence interval with confidence level 90% is shown in the result figures.

(1) Lifetime of Clusters

The stability of clusters is indicated by the lifetime of clusters, i.e. CHT and CMT, as
shown in Figs. 1 and 2 respectively.

Fig. 1. Average clusterhead lifetime

Fig. 2. Average cluster member lifetime
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From both figures, we can easily see that, with the increase of lane speed, the
lifetime of both clusterhead and cluster member decreases significantly. Among the
three algorithms, ID-Clustering achieves the shortest lifetime. This is because
ID-Clustering does not consider the movement of vehicles at all. Our proposed algo-
rithm outperforms the others in both CHT and CMT. SP-Clustering and MA-Clustering
considers the speed and direction of vehicles, but only the current movement status is
considered. With the help of navigation route information, our algorithm can select
clusterheads with more stable links, where the lifetime in CHT/CMT can be as high as
twice of that of SP/MA-clustering. The different performance of RTF and RT shows
clearly the benefit of our future-cluster mechanism.

Moreover, compared with RT/RTF-Clustering and ID-Clustering, SP-Clustering is
more sensitive to lane speed, which is shown in both CHT and CMT. That is, with land
speed increases, the lifetime of SP-Clustering decreases faster than the other two
algorithms. This can be explained as follows. Since SP-Clustering considers only the
current speed and direction status of vehicles, under a higher lane speed, such infor-
mation is valid for a shorter time, then more cluster switches will occur. In our
RT-Clustering algorithm, however, we consider future segment and speed, and the
effect of current speed and direction will be reduced.

(2) Average Cluster Size

Figure 3 shows the average cluster size (ACS) of different clustering algorithms. The
cluster size of ID-Clustering is the smallest, with a value always less than 2.0. The
cluster in RT-Clustering has about 4.0 members in average, and SP-Clustering’s cluster
size is about 3.0. With the consideration of route information, our algorithm constructs
larger clusters than other algorithms do. This may be the benefit of future cluster
merging at intersections, which try to merge future clusters into a large one.

(3) Number of messages sent per node

NMS measures the communication cost for constructing and maintaining clusters.
Figure 4 shows the cost of all the algorithms. Our algorithm performs better than all

Fig. 3. Average cluster size
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others in all cases. This is certainly the benefit of high stability of clusters constructed.
Since our algorithm can construct clusters with high stability, the message cost of
cluster construction and maintenance should be much less than SP/MA-Clustering.

It is more interesting to compare RT-Clustering and RTF-Clustering.
RTF-Clustering, the variant with Future-cluster mechanism, causes more communi-
cation cost than RT-Clustering, although the difference is not very large. We explain
the additional communication cost of RTF as below. Future-clusterhead mechanism
needs to exchange messages for merging future-clusters. On the other hand,
RT-Clustering may simply keep future-clusters run individually to avoid re-clustering
overhead. This is consistent with the results of cluster size in Fig. 3.

5 Conclusion and Future Work

In this paper, we propose a novel clustering algorithm for VANETs by considering
navigation route of vehicles. Based on the overlapping road segments of routes from
different vehicles, we design a function to estimate the time that two vehicles may keep
to be neighbors in future trip. Clusterheads are elected based on the overall time that a
vehicle can keep its neighborhood in future. Compared with existing clustering algo-
rithms, our solution can improve cluster stability, in terms of various performance
metrics.

Further study is certainly necessary. Possible directions include constructing
models to estimate the probability of being neighbor in future road, optimizing the
cluster size with respect to the upper layer applications.
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