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Abstract. To support QoS of time-sensitive services in Ethernet, IEEE
has proposed a set of standards for transporting and forwarding real-time
content over Ethernet known as Audio Video Bridging (AVB) with band-
width reservation and priority isolation. AVB traffic is granted highest
priority to ensure its transmission while low-priority traffic follows Strict
Priority (SP). However, due to restrictions of SP algorithm, low-priority
traffic may suffer a problem of starvation. To solve the problem, we
propose a BP neural network based self-tuning controller (BPSC) over
a probability selector to manage the transmission of best effort (BE)
traffic in AVB switched Ethernet. This paper introduces the model of
BPSC, followed by an simulation to demonstrate that BPSC could oper-
ate effectively and dynamically. The result shows that BPSC not only
has the ability to manage the transmission precisely, but also shows both
effectiveness and robustness.
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1 Introduction

In recent years, digital audio and video transmitted through Ethernet is increas-
ing rapidly as the process of audio and video becomes a fundamental technology
in many fields, laying a higher demand on network system. With high band-
width, high flexibility and low cost, switched Ethernet Network has become a
satisfying solution for transmission. In order to adapt audio and video data onto
Ethernet Network, AVB technology was introduced. An AVB network imple-
ments a set of protocols developed by IEEE 802.1 Audio/Video Bridging Task
Group (AVB TG). The core protocols include an Audio Video Bridging sys-
tem (IEEE 803.2BA), timing and synchronization for time-sensitive applications
(IEEE 802.1AS), stream reservation protocol (IEEE 802.1Qat) and forwarding
and queuing for time-sensitive streams (IEEE 802.1Qav).

IEEE 802.1Qav standard introduced a specific mechanism to ensure the real-
time audio/video transmission that is highly time-sensitive. The principle is to
separate the network traffic into different classes, each with their respective
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priority. There would be a portion of bandwidth reserved for AVB traffic, while
other classes obey the rule of best effort transmission by appending traffic of each
class into respective FIFO queue and generally being scheduled by a selector.
802.1Qav supports 2 selection algorithms in a switched Ethernet network: Credit
Based Shaper (CBS) and Strict Priority (SP). CBS algorithm uses a token to
manage the transmission by allowing only the queue that gets the token from
the token bucket to transmit data for a limited length, while SP algorithm only
transmits data from the queue that has (1) frames to transmit and (2) the highest
priority among all queues that have frames to transmit at the same time.

AVB has become a research focus recently. Paper [1] purposed to use a new
mechanism to reduce the guard band by accurately calculating the size of frame
that can preempted. Paper [2–4] worked on analysis of worst-case scenarios of
AVB network for multiple applications. However, most of these papers focused
on resource reservation and the transmission of AVB traffic, while BE traffic not
taken into consideration. Typically, SP algorithm is used for BE transmission,
and networks exploiting SP are very likely to encounter starvation of low-priority
traffic in which traffics with very low priority are not granted enough resources
for transmission while high-priority traffics are allocated too much resources. In
practice, there does exist situations that low-priority frames has little chance to
transmit because high-priority queues have sustaining frames to transmit.

In this paper, we propose a probability selection model for non-AVB classes
transmission based on a BP neural network controller to replace typical SP
algorithm. This BP neural network based controller shows a ability to adjust the
system dynamically and robustness for different traffic environment. It enables
high-priority frames to transmit with less delay, while low-priority frames still
have a chance to send so that over-sacrifice of them can be prevented.

2 BPSC Architecture

2.1 System Modeling

Suppose there are I classes of BE traffics in AVB switched Ethernet, each with
a priority parameter δ set by upper layer protocol indicating the priority. The
goal of the controller is to maintain all parameters to meet Eq. 1:

ζi
ζj

=
δi
δj

, i, j = 1, 2, . . . , I (1)

where ζi is the measured average queuing delay of class i. Apparently, class with
a smaller δ would expect a lower delay and thus a higher priority. Moreover, the
proportional relationships can be simplified by setting ζ1 as the standardization
factor, thereby we can obtain the condition illustrated in Eq. 2:

yi =
ζi
ζ1

=
δi
δ1

, i = 2, 3, . . . , I (2)

where yi is defined as desired relative index (RI) for each class to maintain. Note
that this equation illustrates that there are I −1 independent constraints for this
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system. As for the selector, we define the probability of transmission pi for class
i at the kth sample period. The probabilities of all class obey the constraint in
Eq. 3:

I∑

i=1

pi(k) = 1 for all k (3)

This enables frames in high-possibility classes to have a relative small delay,
while frame in low-priority classes still have a chance to transmit as long as
pi(k) > 0. Due to nonlinearity between selector probability and the delay, the
probability cannot be settled based on desired relative index only: frame arriving
rate and the throughput should be considered.

Fig. 1. System model of BPSC

Figure 1 shows our model of BPSC. It is composed of 2 parts: a selector model
and a controller model. As for the selector, the input is a probability vector with
I − 1 independent variables used for next sample period while the output is
the measured RI, Y(k), of this sample period. This measured RI, together with
the preset desired RI, Ydesire(k), are sent into the controller as its input. The
controller will adjust its BP neural network accordingly so that all parameters
will automatically change to a suitable value. And then, controller computes
P (k), the update of selection probability for next sample period, and sends it to
selector.

By implementing this model, the measured RI is expected to adjust dynam-
ically in accordance with frame arriving rate, and such a feedback mechanism
could maintain the stability of the system so that the uncertainty of traffic flow
can be well handled.

2.2 Core of BPSC: BP Neural Network

Artificial Neural network (ANN or NN) has been widely used in many disciplines
including robotics, recognition and computer vision. It is a computational model
simulating human being’s neural network to solve problems in the similar way
as a human.expressrelationship because of its nonlinearity. The basic element of
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NN is the single recurrent neuron which adds all its input with different and
variant weight, as well as the threshold, as its primary output:

Sj(k) =
1
2

N∑

i=1

wixi − θj (4)

and then the Sj(k) is taken to the activation function, the result being exported:

fj(k) = f(Sj(k)) (5)

In Eqs. 4 and 5, j denotes the label of the neuron, N is the total number of
neuron’s input, w is the weight foreach input, θ is the threshold and f is the
activation function of the neuron. The common activation functions in practice
include sigmoid, hyper tangent and Rectified Liner Units (ReLu) (Fig. 2).

Fig. 2. The model of a neuron

A simpler representation of Eq. 4 is to combine inputs and delayed outputs
together as the input of a single neuron, i.e.,

S(k) = WTX (6)

where

X =

⎡

⎢⎢⎢⎣

x1

x2

...
xN

⎤

⎥⎥⎥⎦ ,W =

⎡

⎢⎢⎢⎣

w1

w2

...
wN

⎤

⎥⎥⎥⎦

With multiple neurons in different layer, a network can be established. In a
typical neural network, an input layer and a output layer are necessary. Each
layer would contain one or more neurons, which enables parallel computing.
A simple way of supervised learning to use NN is to feed the network with
abundant datum, each with a label indicating the desired output. Then the NN
uses optimization algorithm to approach the labels as close as possible. This
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whole process is called training. After training (and validation, in most cases,
to check if NN after training operates as we expect), all parameters in the NN
will be settled and we can feed the NN with raw data and use its output for
further work. However, in real network environment, most channel parameters
such as channel quality and speed rate are time-varying and thus a pre-trained
NN cannot fully satisfy our requirement.

BP neural network is a commonly used algorithm based on error back propa-
gation algorithm of multilayer feedforward neural network. A typical BP neural
network contains not only the input and output layer, but one or more hidden
layer to process the data. The whole process starts from the input layer that
spread the input data to hidden layer, then the hidden layer would put the
summation from input layer to the activation function, and finally the output
layer would collect the output of hidden layer to form the output of the system.
Though there is no upper limit of layers, in this paper we propose to use only 3
layers, the first and the last being the input and output layer respectively, while
second one being the hidden layer. This is because a 3-layer neural network is
able to learn any function theoretically [6], and the computation amount would
increase exponentially as more hidden layers are added. The BP neural network
implemented in our system is shown in Fig. 3.

Fig. 3. BP neural network model

E(k) is the error between the desired RI and the measured RI of class i to class
1, i.e.,

E(k) = Y(k) − Ydesire(k) (7)

Kp,Ki,Kd are self-tuning coefficient vectors with I − 1 elements each, and N is
the number of neurons in hidden layer.

The BP neural network calculates the self-tuning coefficients based on pre-
trained weights, and at the same time, is trained with data from last sample
period by back propagating the error to weights. Therefore, the network is able
to handle a system with dynamic traffic arriving rate by adapting the selector
accordingly.

Assume that the numbers of neurons in these layer are n1,n2 and n3 respec-
tively. When an example used for training is obtained, the first process is for-
warding, which requires 2 matrix multiplications, and the computation amount
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is n1 ∗ n2 + n2 ∗ n3. Since n1 and n3 are determined by the problem while n2 is
set by users, the time complexity is O(n2) given that time complexity for each
neuron is O(1). The second process, back propagation, has a similar computa-
tion amount as forwarding. Therefore, the time complexity of training BP neural
network is O(n2).

2.3 Model Algorithm

Table 1 shows the process of complete BE transmission system, including BPSC
and possibility selector model.

Table 1. Algorithm of selector with BPSC

Step 1 Initialize: P (0) ← [ 1
I
, 1

I
, . . . , 1

I
]T ; wij ← for all i, j; k ← 0

Step 2 Set Ydesire as required and learning rate η for NN

Step 3 Check the queues of all classes, use an indicator vector A to
record if there is traffic, i.e.,

Ai =

{
0 if class i has frame(s)

1 if class i has no frame

Step 4 M ← ATP

Step 5 Generate a pseudorandom number m that obeys uniform
distribution in the range of (0, M)

Step 6 Decide that frame in class i to transmit if A(i) = 1 and
m ∈ (pi lower, pi upper), where pi lower =

∑i−1
j=1 pj and

pi upper =
∑i

j=1 pj

Step 7 Transmit the frame selected in step 6 and collect its delay:
Di = Di + d, Ri = Ri + 1
where i is the class of frame, D is a vector that saves the
summation of each class’s delay, d is the delay of the frame
transmitted and R is a vector that saves the total number
of frames transmitted in this sample period

Step 8 After transmission, if current sample period is not expired,
go to step 3, else goto step 9

Step 9 ζi(k) ← Di(k)
Ri(k)

, Yi(k) ← ζi(k)
ζi(k)

Step 10 Feed NN with Y(k),Ydesire(k), E(k) ← Ydesire(k) − Y(k)

Step 11 NN forward: obtain self-tuning parameters with NN

Step 12 Update possibility vector P(k + 1) with self-tuning
parameters

Step 13 NN error back propagation: update wij in negative
gradient direction with learning rate η

Step 14 k ← k + 1

Step 15 Go to step 3 and continue transmission
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3 Experiments and Results

3.1 Configuration

An software simulation is taken to test our BPSC for frame forwarding in AVB
switched Ethernet. In our simulation, the total output bandwidth of switcher is
50 Mbps, 60% of which is allocated for frame transmission of AVB frames. Besides
AVB traffics, there are other 4 kinds of BE traffics marked class 1, 2, 3 and 4
in the order of descending priority. Due to the fact that bandwidth reservation
strictly isolates the transmission of AVB and BE, the following analysis focuses
on the transmission of BE.

The interval of each frame arriving at the queue for each class obeys Gaussian
distribution with σi = 1/vi, where i is the label of class and v denotes the
expected frame arriving rate. Meanwhile, the length of each frame obeys Pareto
distribution with an average of 400 bytes.

In our simulation, we set Ydesire(k) = [1.3, 1.4, 1.7]T for all k and we run
dynamic and static test separately. By running a dynamic test we would like
to observe how BPSC deals with burst change of communication environment;
with a static test we hope to see if BPSC could manage the transmission to meet
our requirement, i.e., desired RI.

3.2 Dynamic Performance

To illustrate how BPSC operates in changing environment, and to make the
comparison between BPSC with existing algorithm, we exploit an off-and-then-
on mechanism by dividing the whole simulation into 5 consecutive stages, in
which the details of each stage are listed in Table 2.

Table 2. Simulation details of 5 stages

Stage Arriving
rate of
class 1
(fps)

Arriving
rate of
class 4
(fps)

Arriving
rate of
class 2 & 3
(fps)

Selector
algorithm

Controller
online or
not

Length of
this stage
(second)

1 1100 1100 1100 SP N/A 100

2 1100 1100 1100 Possibility
selector

N 100

3 1100 1100 1100 Possibility
selector

Y 100

4 1600 600 1100 Possibility
selector

Y 100

5 600 1600 1100 Possibility
selector

Y 100

The frame arriving rate at the queue is shown in Fig. 4(a), while Fig. 4(b)
and (c) shows the mean delay and RI of each class respectively.
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Fig. 4. Result of dynamic test

1. In the first stage (0–99 s), the mean delay of class 1 to 3 traffic is much shorter
than class 4 traffic. This indicates that SP algorithm, though it could manage
the transmission of traffic with different priority, may have the problem of
over-sacrifice.

2. In the second stage (100–199 s) when possibility model is applied, the mean
delay of each class traffic quickly stabilized and the measured RI is fluctuating
around 1, showing that our possibility selection model could quickly stabilize
the system.

3. Our controller is launched in the third stage (200–299 s), after 100 s of simu-
lation. The controller takes about 20–30 s before its stabilization. After that,
the measured RIs fluctuate slightly around the desired RI due to randomness
of traffic. However, compared with first stage, our controller well manages the
fluctuation in a smaller degree and maintains desired RIs.

4. In the fourth stage (300–399 s), the increase of frames in class 1 and decrease
in class 4 make RI of class 2, 3 and 4 go up, especially class 4. A big fluctuation
at the beginning of stage 2. But this situation settled very quickly. Similarly,
in the last stage (400–499 s) all classes of traffic suffered an drop of RIs but
being controlled quickly.
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During the whole process, contingency of the length and interval of frames
may disturb our system but our system shows robustness by adjusting itself
dynamically and controlling the probability accordingly. Furthermore, by com-
paring the first and third stage, we can observe a better performance due to
the implementation of our controller in respective of fluctuation, absolute delay
and RI.

3.3 Static Performance

To evaluate the static performance of our controller, we collect the data of delay
when the system turns stable with varying arriving rate which changes between
1100 and 1500 fps for each class. We first run the simulation using SP algorithm,
then BPSC. The result of each controller is shown in Figs. 5 and 6 respectively.

Fig. 5. Relation of delay and frame arriving rate using SP algorithm

Fig. 6. Relation of delay and frame arriving rate using BPSC
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1. As we can see in Fig. 5, when we are using SP algorithm for traffic manage-
ment, it is inevitable that low-priority traffic has the problem of starvation
as arriving rate increases while traffic with high priority barely increase their
delay.

2. As shown in Fig. 6, when arriving rate is relatively low, system using BPSC
cannot fulfill the desired RI. This is because the low arriving rate creates
a situation such that frames arriving at the queue would be transmitted
immediately: in most cases there is no other frames being transmitted.

3. However, frame in low-priority class still has a higher mean delay, and as
the arriving rate increases, delays of 4 classes all increase at different speeds,
suggesting that BPSC could manage to adjust the system to work as expected.

4. Since congestion control is not covered in this paper, the output data rate
should always be larger than the frame arriving rate, which restricts the
growth of input data rate. Nevertheless, this comparison illustrate that BPSC
could control the traffic precisely without wasting throughput.

4 Conclusion

Our paper provides a new approach to support QoS for BE traffic in AVB
switched ethernet by exploiting a BP neural network based self-tuning controller.
As AVB technology developing rapidly, it is expected to be implemented in typ-
ical Ethernet to enable further management of traffic control. The controller
we purpose in this paper, BPSC, is capable to manage the BE traffic in AVB
switched ethernet. It could not only provide QoS service, but also maintain mean
delay of each class that satisfies desired RI without reduction of throughput.
Furthermore, in our simulation, BPSC shows its effectiveness and robustness,
as well as the ability to prevent over-sacrifice problem that commonly happens
using SP algorithm. Therefore, such BPSC has a great advantage over typical
SP algorithm and could be implemented for BE traffic management.
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