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Abstract. With the increasing users demands, the data traffic in the
network reveal different characteristics in both spatial and temporal
dimensions, bringing severe load imbalance problem. This may impact
resource utilization, users experience and system energy efficiency, and
then need further investigation. In this paper, we propose a distributed
load-balancing algorithm considering this spatial-temporal variation in
a two-tier heterogeneous network. Instead of illuminating the spatial-
temporal influence, we make use of this characteristic while designing
the algorithm, and accordingly switch ON/OFF small cell base stations
(SBSs) for improving the energy efficiency. A load factor described with
load variance is derived, based on which the problem is formulated as a
non-linear integer programming that seeks to minimize a load function.
Then a suboptimal solution is obtained by an effective heuristic algo-
rithm. Simulation results show that our proposed algorithm balances the
traffic load better and significantly reduces the total energy consumption,
compared with conventional load-balancing scheme.
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1 Introduction

With the development of mobile communication technology, the data traffic
flow of wireless cellular network has grown rapidly in the past decade [1–4].
This growth not only increases the traffic load on wireless cellular network, but
also reveals dynamic characteristics of data traffic in both temporal and spatial
dimensions. This spatial-temporal variation of data traffic distribution may lead
to load imbalance and impact the network performance in energy efficiency, users
quality of service (QoS) requirements and resource utilization. So how to solve
the load imbalance problem in different scenarios is worth studying.

There have been approaches proposed about traffic load balancing, such as
complementary communication technologies, direct transfer, cell range expansion
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(CRE), and so on [5–9]. These works have designed algorithms for the load-
balancing problem in conventional scenario and achieved good results. However,
existing works are mainly aimed at illuminating the influence caused by the
variations. In fact, those variations could also be used to cope with the load
imbalance problem.

Reference [5] provides a strategy to offload the mobile data traffic from cel-
lular network to WiFi infrastructure for extra capacity and better network per-
formance. This work also proposes a load-based SNR-threshold algorithm that
controls the amount of WiFi offloading. Reference [6] analyzes the downlink and
uplink transmission performance in two-tier heterogeneous network when micro
BS employs CRE and derives an optimal CRE bias and optimal transmit power
of SBSs to maximize transmission success probability and energy efficiency. An
analytical framework is proposed in [7] which allows to analyze the trade-off
between the energy consumption and the traffic offload of cognitive network and
can be used for the energy efficient design and operation of cognitive small cell
access points. In [8] a new separation architecture called Hyper-Cellular Net-
work (HCN) is proposed, which is supposed to guarantee the coverage. Then
two small cell sleeping schemes (random and repulsive schemes) are proposed in
HCN. Numerical results show that these two schemes can keep the load of the
network balanced and save a lot of energy. In [9] a dynamic pico on/off algo-
rithm is proposed in which the traffic load coefficient is formulated as a function
of bandwidth. By controlling this load coefficient under a fixed threshold, the
traffic load can be seen as balanced and minimum pico base stations will be
switched to active mode.

Although the above works provide many good insights on balancing traffic
load and improving energy efficiency, these methods are not appropriate for some
typical spatial-temporal variation scenario. For example, in a shopping mall area,
there will be not much people early in the morning and these people would more
likely to be in the supermarket underground. As time goes by, there will be
more and more users arriving at the mall and by noon most of them choose to go
upstairs having lunch. Due to this variation, the traffic load would be unbalanced
on these two dimensions. Frequent handover from one SBS to another could cause
a decline in throughput and result in user experience decreasing.

In this paper, we propose an algorithm of load balancing based on SBSs sleep
mode in two-tier heterogeneous networks (HetNets), in which SBSs can decide
automatically whether to switch on or off, using the spatial-temporal variation
characteristics of data traffic distribution. This self-organized algorithm is able
to adjust automatically as the traffic load changes. We use a load factor to
measure the traffic load level which is formulated as the variance of traffic load.
The goal of the algorithm is to minimize this load factor. We model this problem
into a non-linear integer programming problem in which an optimal solution can
not be obtained in linear time. So we reformulate the problem into a max-min
optimization problem and find a method to solve it through genetic algorithm.
Simulation results show that the proposed algorithm can balance the network
traffic load efficiently and save the total energy consumption, compared with
conventional load-balancing approach.
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The rest of this paper is organized as follows. In Sect. 2, the system model
is defined and the studied scenario is described. Section 3 presents the problem
formulation and describes the proposed load-balancing algorithm, followed by
simulation results and conclusion in Sects. 4 and 5, respectively.

2 System Model and Scenario

2.1 Network Scenario

We consider a two-tier HetNet, where several SBSs are randomly distributed in
a macro base station (MBS) covered area, where users distributed in different
location at different time. We illustrate the scenario as in Fig. 1. The upper left
area is numbered as region 1, and remaining areas are clockwise marked as region
2, region 3 and region 4. At time t1, user equipments are mostly distributed in
region 1 and region 4, so only the SBSs in these two regions are switched on
while others are off, as Fig. 1(a) shows. And as time goes by, at time t2, some
user equipments leave region 1 and region 4 and appear in region 2 and region 3,
leading to the fact that SBSs in region 1 and region 4 are switched off meanwhile
SBSs in region 2 and region 3 are switched on.

Without loss of generality, we assume that the arrival of users follows a Pois-
son Point Process (PPP), whose arrival rate at time t is λ. Orthogonal bandwidth
is used by different layers to avoid the severe inter-layer interference, especially
for protecting the signaling coverage [8]. System bandwidth is W and the band-
width of each subcarrier is B. In this paper, we only consider the scenario that
the SBSs covered with one MBS. We denote the sets of SBSs and users by
J = {1, 2, · · · , J} and I = {1, 2, · · · , I}, respectively. The transmission power
of SBSj , j ∈ J , is Pj , and hij is used to denote the channel gain between SBSj

and useri. In order to realize the load balancing of the whole network, each SBS

Fig. 1. Illustration of the studied network at different time.
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is set to have two operation modes, one is the active mode, and another is the
sleep mode. To express the problem better, an indicator ξwi,j is used to describe
the connection state between stations, users and bands. If ξwi,j = 1, the useri is
associated with the SBSj and deployed on bandw; otherwise, ξwi.j = 0.

2.2 Traffic Model

In this paper, we assume that a user equipment can only be served by one active
SBS at one subcarrier frequency. Therefore, the received signal to interference
and noise ratio (SINR) of useri from SBSj is given by

SINRw
i,j =

ξwi,jpj |hij |2
σ2 +

∑

k �=j

ζwk pk|hik|2 (1)

where σ2 is the thermal noise energy, and |hij |2 is the channel gain from SBSj to
useri, j ∈ J , i ∈ I. If ζwk = 1, it indicates that SBSj is active and use bandw to
transmit signals. Further, according to Shannon Theory, the data rate of useri
is given by

rwi,j = B log2(1 + SINRw
i,j) (2)

We use ρj to denote the ON/OFF state of SBSs, which is defined as follows:

ρj =

{
1 SBSj is active
0 otherwise

so we can obtain the number of active SBSs in the network from above. Accord-
ingly, the average rate of whole network can be denoted as

r̄ =

∑

i,j,w

rwi,j
∑

j

ρj
(3)

where
∑

i,j,w

rwi,j enlightens the sum of data rate brought by the users that associ-

ated with SBSs in the network.

3 Problem Formulation and Algorithm Design

3.1 Problem Formulation

Based on the network model, we consider a mechanism to balance the system
load by controlling the SBSs’ operation mode to active mode or sleep mode,
which aims at keeping the load of whole network balanced around an average
level while ensuring the QoS of users. In a period of time, the number of users
may change and could distribute in different part of the area, so the SBSs of
different location may have different operation mode. By switching some SBSs
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of the network ON/OFF, the load of each SBS can be stabilized near the mean
value, ensuring the load of the network to be balanced. In other words, if we keep
the difference between the load of each SBS and the average load of the whole
network as low as possible, then the network can be seen as a load-balanced
system. The load deviation of SBSj can be written in the following expression:

dj =
∑

w

∑

i

ξwi,jr
w
i,j − r̄ (4)

As to balance the load of the network, the load deviation of each SBS has
to be as low as possible, that is, the load variance of the network has to be
minimum. In this paper, we derive a load factor to describe the load variance,
which is defined as:

L =
∑

j

d2j (5)

For the purpose of minimizing the load variance of the network, the optimal
load-balancing problem can be formulated as the following:

min L
s.t.

∑

w

∑

i

ξwi,j ≤ 1, i ∈ I, j ∈ J , w ∈ W

Pj ≤ Pmax, i ∈ I
ξwi,j ∈ {0, 1}, i ∈ I, j ∈ J , w ∈ W

(6)

where Pmax is the maximum transmit power of SBS.
The goal of this work is to propose a load-balancing algorithm in which the

traffic load of each SBS is balanced near a average value by switching the SBS
to active or sleep. The optimization formulation is to minimize the traffic load
variance as in Eq. (6). Note that (6) is a non-linear integer optimization program-
ming problem which is not suitable to be solved by linear integer programming
method. Fortunately, we notice that the formulation can be seen as a max-min
optimization problem [10], then the problem can be re-formulated as:

max
∑

z

s.t. z ≤ dj , i ∈ I, j ∈ J , w ∈ W
∑

w

∑

i

ξwi,j ≤ 1, i ∈ I, j ∈ J , w ∈ W

Pj ≤ Pmax, i ∈ I
ξwi,j ∈ {0, 1}, i ∈ I, j ∈ J , w ∈ W

(7)

3.2 Load-Balancing Algorithm Design

Problem (7) is still difficult to get an optimal solution in linear time scale, thus,
we propose a load-balancing algorithm through switching SBSs ON/OFF based
on genetic algorithm (GA).
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When there are users arriving at the area, the data traffic is also brought
to the network, resulting in the traffic load change of SBSs. As this change
happened, SBSs will check their operation modes and decide to change or not
according to Eq. (6). If the total traffic load is increasing, then several SBSs
should be switched active to share some load. On the contrary, when users depart
from the area, the data traffic is also reducing, causing some SBSs have to be
switched off. Therefore, different operation mode of SBSs will directly affect the
traffic load distribution of the network, so our goal is to choose the appropriate
ξwi,j for useri and SBSj keeping the load function minimum.

Algorithm 1. Load-Balancing Algorithm through Switching SBSs ON/OFF
via GA
1: Initialization:

a)Users arrive and randomly distributed in the network
b)Set the maximum number of iterations M , population size Z and encoding length
l, pc, pm and ps
c)Initialize the population according to Z, l, set minV = V1

2: for m = 1, 2, · · · ,M do
3: for each individual z in the population,z = 1, 2, · · · , Z do
4: Calculate the objective function: the load variance V for each individual
5: end for
6: if p1 < pm then
7: Calculate the mutation point
8: if mpoint = 1 then
9: change the value to 0

10: else
11: change the value to 1
12: end if
13: end if
14: if p2 < pc then
15: Calculate the crossover point and exchange the value of individualz with

individualz+1

16: end if
17: Calculate

∑
V and Vz∑

V

18: if Vz∑
V

< ps then
19: Select this individual as a member of new population
20: end if
21: Update the population
22: if V arz < minV then
23: minV = V arz
24: end if
25: end for
26: Output the minV, best individual, and obtain the load-balancing policy according

to the result

Because the problem is NP-hard which is difficult to obtain an optimal solu-
tion, so we derive a suboptimal solution through GA. GA updates a population
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of solutions via genetic operators such as crossover, mutation and selection to
achieve offsprings with better quality until some convergence criteria are met
[11]. At each generation, a GA is capable of producing and maintaining a set
of feasible solutions, maintaining a population of candidate solutions, and eval-
uating the quality of each candidate solution according to the objective fitness
function. We view each combination of SBS operation modes as an individual
of the population, that is, a combination of all the SBSs’ binary-state mode
value. The original population is set randomly. Equation (7) is the objective fit-
ness function. Mutation probability pm and crossover probability pc is used to
decide whether to perform mutation and crossover procedures for this individual
or not. After the traffic load variance of each individual is calculated, the lower
value will be selected, and the corresponding individual will be seen as a good
individual and insert to the new population. After several times of iteration, the
individuals in the population will tend to be consistent and the solution to our
problem can be obtained. This load-balancing algorithm can be summarized as
Algorithm 1.

4 Simulation Results

In this section, simulation results are present to show the performance of our
proposed algorithm. We consider a scenario that several SBSs are covered by
one MBS where those SBSs are deployed uniformly. The parameter used for the
simulations are summarized in Table 1. Additionally, we compare the following
algorithms for performance evaluating in the this simulation:

– Proposed algorithm: Control the operation mode of each SBS and calculate
the traffic load of each SBS. Find the best operation modes combination and
obtain the minimum variance of the load in the network.

– Conventional approach: SBSs don’t have the capability to switch between
sleep-active modes and don’t apply the load-balancing scheme either, referred
to hereinafter as “SBSs all-on”.

– Classical Load-Balancing (LB) algorithm: The SBS with over-loaded traffic
will select one potential target SBS with under-loaded traffic to offload, the

Table 1. Parameter

Parameter Value

Carrier frequency 2 GHz

System bandwidth 10 MHz

Inter site distance of SBSs 40 m

Thermal noise −174 dBm/Hz

Path loss model (d in km) 140.7 + 37.6 log10 d

Maximum transmit power 30 dBm

Users distribution 3/4 in the hot spot
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whole process of which is motivated by the settings of self-adjustment of
specific system parameters in LTE, referred to hereinafter as “conventional
algorithm”.

(a) T = t1 (b) T = t2

Fig. 2. Distribution of SBSs and users.

Figure 2 illustrates the scenario. The simulation starts with 20 users, ran-
domly distributed in the area and as time goes by, more and more users arrive
in and some of them will centrally distributed in one hot spot which is not a
fixed location and will change as time varies. So not only the number of users
in the network will change, but also the users’ spatial distribution. We assume
that each 10 min a maximum of 10 users will join the network and there will be
3/4 of total users are distributed in one hot spot area while others are uniformly
distributed in the remaining area within the coverage of MBS.

Figure 3 shows the traffic load variance in the aforementioned scenario about
the above three algorithm as time varies from 10 min to 80 min, which indicates
the balancing level of the network. To meet the QoS requirement of users, the
data throughput offered by SBSs has to be up to 80% of the total data request,
and the rest will be transferred to MBS. We can see from the result that although
the number and distribution of users in the network is changing over the time,
our proposed algorithm manages to stabilize the variance of traffic load and
maintain at a lower value by switching SBSs to active or sleep modes, compared
with the classical LB algorithm and “SBSs all-on” algorithm.

In Fig. 4, we show the total energy consumption of the network. In this simu-
lation, we only consider the transmission power of the SBSs, for example, if SBSj

is in active mode, then the energy consumption is Pj , otherwise, the energy con-
sumption is 0. As in the conventional LB algorithm, SBSs are always in active
mode in which the total energy consumption stays the same while in our pro-
posed algorithm, SBSs’ operation modes are different from each other since the
number and distribution of users vary from time to time. So when some SBSs
are switched to sleep mode, they actually save a large portion of energy, relative
to the classical LB algorithm.
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Fig. 3. Variance of traffic load per SBS
as time varies.

Fig. 4. Energy consumption of the net-
work with respect to time.
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(a) 10 users join the network/10 minutes
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(b) 20 users join the network/10 minutes

Fig. 5. Network throughput with respect to time.

Figure 5 shows the data traffic throughput of the network using our proposed
algorithm and classical LB algorithm with different user’s arrival rate. We can
see from the result that data throughput increases as time flows, for the reason
that the number of users increases with time. The value is not much different
between those two algorithms, even the classical LB algorithm is a litter larger.
The main reason is that our proposed algorithm switches off some unnecessary
SBSs while the classical LB algorithm is not, thus a few users have to associate
with the MBS which can lower down the throughput slightly (only the data
throughput of SBSs is measured in our simulation).

5 Conclusion

In a two-tier HetNet where the users distribution and data traffic are changing
from time and geographical location, it may result in traffic load imbalance
problem. We propose an energy-efficient load-balancing algorithm in which SBSs
can automatically switch between active or sleep mode. In order to describe the
load difference among each SBSs, a load factor is derived and modeled as a load
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variance. Then, to improve the energy efficiency of the system, switching SBSs
ON/OFF is considered. Since the problem is NP-hard and an optimal solution
is difficult to obtain, we reformulate the problem to a max-min optimization
problem and solve it with the proposed algorithm via GA. Simulation results
show that the proposed algorithm is energy efficient and can obviously balance
the traffic load in the network, compared with classical LB algorithm.
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