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Abstract. Several classical source number estimation methods have been
proposed in the past based on information theoretic criteria such as minimum
description length (MDL). However, in most known real applications there is a
scenario in which the number of sensors goes to infinity at the same speed as the
number of snapshots (general asymptotic case) which yields to a blind perfor-
mance for the classical MDL and results in an inaccurate source number esti-
mation. Accordingly, in this work, the Galaxy Based Search Algorithm (GBSA)
is modified and applied with the MDL criteria in order to optimize and correct
the detection of source number under such sample-starving case. Simulation
results show that the proposed GBSA-MDL based method gives reliable results
compared to several used source number estimation methods.
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1 Introduction

In recent decades, direction-of-arrival (DOA) or angle-of-arrival (AOA) estimation of
multiple sources using an array is a fundamental problem in modern signal processing
and it has found wide applications in radar, sonar, communications, geophysics,
tracking, localization [1–4] and indoor positioning such as the application of AOA-
based positioning through the use of wireless local area network (WLAN) infrastruc-
ture [5]. However, compared with different DOA estimation methods, the subspace-
based methods are the most commonly used due to their high resolution and simplicity
of computational such as multiple signal classification (MUSIC) [6] and estimation of
signal parameters via rotational invariance techniques (ESPRIT) [7]. Meanwhile, in
order to separate between source subspace and noise subspace which are the compo-
sitions of the signal impinging the array elements on the receiver side, the subspace-
based algorithms require the exact information of the source number which is usually
unknown.

Several classical source number estimation methods have been proposed in the past
which are based on information theoretic criteria like the Akaike information criterion
(AIC) [8], Bayesian information criterion (BIC) [9], predictive description length
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(PDL) [10], Gerschgorin disk estimator (GDE) [11], and Minimum Description Length
(MDL) [12]. Compared to other source estimation methods like, the decomposition of
eigenvalues, methods based on information criteria do not require any parameters in
order to fitly estimating the source number from the blended signals which allow them
to be easier and efficient methods. However, it has been shown in [13, 14] that the
MDL criteria suffer from the very low SNR as well as the sampling rate.

In the other side, the interaction between intelligent software tools and nature yields
to a something new called Meta-heuristic algorithms. They are simply algorithms who
imitate the behavior of nature in order to find a precise solution to hardly optimized
problems. These type of methods (also named as nontraditional optimization methods)
are known with their robustness for solving complicated engineering problems such as
Simulated Annealing (SA) [15], Genetic Algorithm (GA) [16], Invasive Weed Opti-
mization (IWO) [17] and Particle Swarm Optimization (PSO) [18] - as framework
based on swarm behavior. Newly, a novel optimization algorithm was invented called
Galaxy Based Search Algorithm (GBSA) which mimics the spiral galaxies in the outer
space and it has gained more attention in a wide variety optimization problems, such as
the use of GBSA to optimize the Otsu’s criterion for multilevel thresholding of
gray-level images in [19], GBSA for principal components analysis in [20] and a
method for tracking an object using modified GBSA (M-GBSA) has been used in [21].

After constructing a complex objective function, the main problem of the
information-based methods is to find its correct extremum values based on information
criteria aspect. Otherwise, in real applications, there is a case when the number of
sensors will be larger or equal to the number of samples that is known as the asymptotic
case and this affects the performance of the MDL and yields to a non-detection for the
source number or inaccurate source enumeration [13]. According to that, in this work,
GBSA is used to solve this non-uniform optimum problem in order to enhance the
shortcoming performance of the MDL under the effects of such starving environments.

The following of the paper is organized as follows. In Sect. 2, we set the problem
formulation and the classical minimum description length. In Sect. 3, the main idea and
the procedure for the GBSA are introduced. The proposed GBSA-MDL is described in
Sect. 4. In Sect. 5, we present the simulation results and in the last Sect. 6, we draw
conclusions for our work.

2 Problem Formulation and Minimum Description Length

In DOA estimation, the typical signal model is;

X tð Þ ¼ A hð Þ � S tð Þ þ w tð Þ ð1Þ

Where, time is represented as tth sample such that t = 1,.…., n. X tð Þ ¼
½X1 tð Þ. . .. . .Xm tð Þ� ε ₵m�1 is the observed snapshot vector. A hð Þ ¼
a h1ð Þ a h2ð Þ:. . .:a hdð Þ½ � ε ₵m�d is the steering matrix, where a hð Þ is called steering
vector and h ¼ ½h1; h2; . . .; hd�T are the parameters of interest or true DOA’s.
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S tð Þ ¼ ½S1 tð Þ:. . .. . .:Sd tð Þ�T ε ₵d�1 is the d source vector and w tð Þ ¼ ½w1 tð Þ:. . .
. . .:wm tð Þ�T ε ₵m�1 is the noise vector. :ð ÞT represents the transpose operation, d is the
unknown source number, m is the number of antennas at the receiver side and n is the
number of snapshots. A fateful problem here is to estimate d from n finite set of obser-
vations before an efficient source separation by using the MDL criterion function based
on the concept of the shortest description length for data done by Wax [12]. So for
presumed sources, the MDL criterion is given as:

MDL kð Þ ¼ n m� kð Þlog
1

m�k
Pm

i¼kþ 1 li
Qm

i¼kþ 1 li
� �1=m�k

 !

þ 1
2
k 2m� kð Þ log n ð2Þ

Where li is the ith eigenvalue of the covariance R, with i = 1,…, m, and
l1 � ld � ldþ 1 � . . .� lm, such that R ¼ E XXT

� �
and E :½ � is the expectation func-

tion. As we have mentioned before, the classical MDL criterion function described in
(2) can provide a reliable performance just in the case when n tends to infinity while m
remains fixed. Otherwise, the used criteria will easily fail. As result, The main problem
of our work is to use the GBSA as a rescue algorithm, more clearly after modifying the
GBSA to be more suitable for our optimization problem in the general asymptotic case,
it is then used to find the correct source number d̂ and this can be performed by
minimizing the objective (fitness) function (2) with respect to k in different situations
(m = n, m < n, and m > n).

d̂ ¼ argk¼0;... �m�1 minMDL kð Þ ð3Þ

Where �m is the upper limit of the source number. Generally, is fixed to
min m; nð Þ � 1.

3 GBSA

3.1 Origin of GBSA

Spiral galaxies are a certain kind of galaxy, which consists of a flat disk with a bulging
center and surrounding spiral arms [20]. Figure 1 displays a Photograph for a spiral
galaxy. As the galactic disk angular speed of turnover differs with distance from the
galactic center, a radial arm (such as a spoke) would speedily become curved to tightly
curved just after slight galactic rotations. According to that, the GBSA algorithm uses a
spiral chaotic move in order to imitate this spiral arm. After each iteration, it will be
more narrowly curved which allows reaching precisely to the optimum solution.

Recently, GBSA is becoming a breakthrough optimization method because of its
simplicity of implementation as well as ability to swiftly converge to a convenient
solution. It does not require any gradient information of the function to be optimized
and uses only primitive mathematical operators. Also, GBSA is well suited to solve the
non-linear, non-convex, continuous, discrete, integer variable type problems.
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3.2 GBSA Procedure

A. Initialization
B. Spiral Chaotic Move

The spiral chaotic move is the procedure of the GBSA used to find the global
optima. It follows the procedures shown in Fig. 2. When the initial solution SG is set
randomly, the spiral chaotic move searches globally around the given solution in order
to find the area where the peak point may locate and this is known as exploration. The
initial solution SG is updated to SGnext and this happens continuously every time the
updated solution is more superior to the current one. Since the multimodal problems
suffer from the high existence of the local optimum, the GBSA algorithm uses a chaotic
variable in order to avoid falling into the same solution and thus keep the chance of the
variation in the solutions.

C. Local search

After exploring the searching area globally, the local search procedure would be
activated to exploit the promising area where may the peak of the fitness function exists
following the steps shown in Fig. 3.

4 The Proposed GBSA-MDL Source Estimation Method

The proposed GBSA-MDL is shown in Fig. 4. A major breakthrough in the new
proposed algorithm takes advantage from the presumed source number of the MDL
which relies on the dimension of GBSA, as a result ending up with an efficient source
enumerator in the general asymptotic case.

First of all is to verify whether the number of sensors goes to infinity at the same
speed as the number of snapshots, m, n ! ∞ and m/n ! c ε (0, ∞), if the condition
is not satisfied then the classical MDL is called in order to find the number of sources
frugally. Hence, GBSA can be used to find the solution even that the above-mentioned
condition is not satisfied, however using the classical MDL is more convenient to avoid
time conception as well as computation complexity we can see that more clearly in the
simulation section.

Fig. 1. An example of spiral galaxy
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In the opposite side, when the general asymptotic case occurs, the classical MDL
criteria will suffer from the multidimensionality, nonlinearity and complexity problems
ending up with a blind estimation or maybe not detection at all.

However, in such sample-starving case, the rescue of the modified GBSA algorithm
involves, it takes the following steps as shown in Fig. 4 in order to search for the
optimum solution which is at the same time the number of sources needed:

(1) Over the searching space, the generation of initial random solutions should be
determined using the “Generate Initial Solution” component of the GBSA, the
presumed source number will be set as the dim of the GBSA.

(2) Evaluate the fitness of all agents using Eq. (3) which is determined by taking the
data from all the elements of the array for n number of snapshots.

(3) The solution that GBSA-MDL seeks is the locus of the agent corresponding to
minimum fitness which in fact represents the source number estimation. So, after
step two we apply the GBSA algorithm. The turn of “Spiral Chaotic Move” is
activated in order to explore the study area and confines the space where the
maximum solution might be included.

After the discovery of the likely area by the “Spiral Chaotic Move”, the Flag is set
to true as shown in Fig. 4, next, the local search procedure starts to find locally new
optimum solution better than its two immediate neighbors until it converges to the
appropriate source number.

Fig. 2. The pseudo-code of “spiral chaotic
move” procedure.

Fig. 3. The pseudo-code of “local search”
procedure.
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(4) The GBSA-MDL terminates when it reaches the following stopping criteria
Fig. 4.
(a) The GBSA-MDL stops when the iteration counting of the GBSA overruns

Maxiter = 100.
(b) The second stopping criterion examines whatever the difference error between

two sequential solutions is less than the value of 1e−10. If it is true then
inbreak = inbreak + 1. Hence, when ‘inbreak’ exceeds a predetermined value
our algorithm halts computations.

(c) The last stopping criterion is the number of trials and is set to be 100 in our
simulations.

Fig. 4. Flowchart of the GBSA-MDL source estimation method
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5 Simulation Results and Discussions

We consider a ULA of 30 sensors with half wavelength element separation impinged
by three uncorrelated far-field narrow band Stationary Gaussian signals with angles
[2.9°, 9.4°, 16.5°]. Figures 5, 6 and 7 show the performance of our proposed GBSA-
MDL compared with some existing information criteria, called exponentially embedded
families (EEF), RMT-AIC and corrected AIC (AICc3) in terms of probability of error
detection versus SNR with ratio m/n = 1/3, 1, and 3 respectively such that m represents
the number of antennas at the receiver side and n is the number of snapshots. Meantime,
all numerical results are computed for 300 independent trials such that parameters of the
GBSA used during the optimization process are given in Table 1.

When the sample size n is smaller than the number of sensors m Fig. 5, the
proposed method outperforms the two schemes EEF and AICc3. It is obvious that the
GBSA-MDL provides a consistent estimation for source number compared to EEF
which cannot provide any detection. Also, the GBSA-MDL performs better than the
AICc3 in terms of probability of error detection. In addition of that, we can observe that
our algorithm can proceed an accurate source detection while the RMT-AIC be
unstable even when the SNR goes to infinity.

When the number of samples increases and is equal to m, all methods can provide a
detection as shown in Fig. 6. The proposed GBSA-MDL, EEF and AICc3 criteria can
correctly detect the source number, GBSA-MDL still performs better than EEF, and
almost proceed the same as the AICc3. In addition of that, EEF and AICc3 need a higher
SNR in order to end up with an accurate detection. Meanwhile, RMT-AIC gives
unreliable estimation even that the number of SNR is larger compared to GBSA-MDL.

As illustrated in Fig. 7, when n becomes much larger than m the gap between the
proposed GBSA-MDL and the two criteria EEF and AICc3 is reliable which implies
that the performance of GBSA-MDL is always consistent while RMT-AIC criterion is
still suffering for reaching zero probability of detection even that at sufficiently SNR.

In this part, we want to prove the performance of the proposed GBSA-MDL in
terms of snapshots compared to the classical MDL by considering a ULA with the
same number of sensors m = 30 received two far-field narrow bands Stationary
Gaussian signals from two different angles [0.5°, 3.5°], SNR is set to be −5 dB.

Table 1. GBSA parameters used for optimization.

Spiral chaotic
move

Local search GBSA

Maxrep 50 Kmax 50 Iteration number 60
Drmax 1 Ls_sstep 0.0001 Dimension 6

Ls_Istep 0.05
Dtmax 0.1 Dsmax 10 Chaosvar 0.19
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Figure 8 shows the probably of detection of source of interest with respect to the
number of snapshots for the proposed GBSA-MDL and the Classical MDL. It is
obvious from Fig. 8 that the GBSA-MDL outperforms the CMDL in terms of snap-
shots. When the number of snapshots is less than the number of sensors, n < 30, and
the probability of correct detection for GBSA-MDL is almost one while CMDL suffers
to reach the correct detection and this can improve the reliable detection of the
GBSA-MDL in the general asymptotic case compared to the classical MDL. Mean-
while, the CMDL criterion needs around additional 30 snapshots in order to provide the
same accuracy as GBSA-MDL.

Fig. 5. Probability of error detection versus
SNR with m = 30 and n = 10.

Fig. 6. Probability of error detection versus
SNR with m = 30 and n = 30.

Fig. 7. Probability of error detection versus
SNR with m = 30 and n = 90.

Fig. 8. Probability of detection versus num-
ber of snapshots. SNR = −5 db.
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6 Conclusion

In this work, a GBSA-MDL source number estimation method has been investigated
by using the meta-heuristic GBSA Algorithm to improve the performance of the
Classical MDL. Numerical results proved the usability of the GBSA-MDL for source
enumerator in several environments. In addition to that, the comparison with the
existing source enumerators (CMDL, EEF, RMT-AIC, AICc3) shows the capability and
the robustness of the GBSA-MDL for providing an accurate estimation for source
number in the general asymptotic case where the number of sensors tends to infinity at
the same time as the number of snapshots whereas the other approaches fail in such
starving environment.
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