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Abstract. Channel quality information (CQI) is an essential element of
uplink control signaling in Long Term Evolution (LTE) system. Accord-
ing to 3GPP standard, a linear block code based on Reed-Muller (RM)
code has been employed for the CQI transmission for error control. In
this paper, a low complexity maximum a posteriori probability (MAP)
decoding algorithm for CQI decoding is described, which is performed
by re-ordering the likelihood values of the received signal and all mapped
codewords, and then calculating the probability of 0 and 1 of every trans-
mitted information bit based on a butterfly-flow-graph (BFG). Com-
pared to the standard MAP decoding algorithm, the proposed algorithm
can reduce the addition calculation by 35.71% to 72.82% when the num-
ber of CQI bit is changing from 4 to 11, and the bit error rate (BER)
performance is without degradation.
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1 Introduction

In Long Term Evolution (LTE) system, channel quality information (CQI) is very
crucial in evolved Node B (eNodeB) to decide the corresponding modulation
and coding scheme [1]. According to the 3GPP standard [2], a (32, k) linear
block code based on Reed-Muller (RM) code is used for channel coding of CQI.
Through fast and efficient decoding algorithm, receiver can retrieve the CQI
report with low bit error rate (BER) and low latency [3].

In [4], a decoding algorithm with fast-Hadamard-transform (FHT) for CQI is
proposed, which utilizes maximum likelihood (ML) algorithm based on the cor-
relation between the Hadamard matrix and RM code. Rather than ML decoding
algorithm, which can minimizes the block error rate (BLER), the maximum a
posteriori probability (MAP) decoding algorithm is one kind of decoding method
which can not only minimizes the BER, but also provide the corresponding soft
information at the output of decoder [5–8]. However, due to the realization com-
plexity, MAP decoding algorithm is not widely used for block codes [10,11].
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In this paper, we propose to use a butterfly-flow-graph (BFG) scheme for CQI
decoding. The BFG scheme is derived from the fast-fourier-transform (FFT),
which can greatly reduce the calculation complexity. Based on the BFG scheme,
the proposed algorithm can reduce the addition calculation by 35.71% to 72.82%
when the number of CQI bit is changing from 4 to 11, and the BER is without
degradation compared with the standard MAP algorithm.

The rest of this paper is organized as follows. In Sect. 2, the introduction
of linear block code and CQI encoder is described. In Sect. 3, the BFG based
MAP decoding algorithm for CQI is proposed. Simulation result and complexity
analysis are presented in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 Linear Block Code and CQI Encoder

2.1 Linear Block Code

Linear block code is a subclass of block code. For an (n, k) binary linear block
code, the generator matrix G is a k × n matrix with the elements from GF (2),
and the rows of which are a basis of the code. Denote the information sequence
as u = [u0u1 . . . uk−1], the corresponding code can be obtained by

c = u · G. (1)

where c = [c0c1 . . . cn−1], and the calculation is performed based on modulo-2
operation [6].

2.2 The Encoder of CQI

As mentioned in Sect. 2.1, let’s assume the bit number of CQI is k, and then the
CQI is encoded using a (32, k) linear block code, where k ≤ 11. The codewords of
the (32, k) block code are a linear combination of 11 basis sequences as defined in
Table 1. Based on the 11 basis sequences, we can construct the generator matrix
by G = [GT

0 ,GT
1 , . . . ,GT

10]
T , where T is the transpose operation.

It can be seen that G0 is an all-one sequence, and G1 to G5 are the rows of a
matrix with all possible 5-tuples as columns, which are also the interleaved first
order RM generating sequences. G6 to G10 are five mask sequences. According
to Eq. (1), the encoded CQI block is denoted by c = [c0c1 . . . cn−1], where n = 32
and

cj =
k−1∑

i=0

(ui · Gi,j) mod2. (2)

where j = 0, 1, . . . , 31 and Gi,j is the j-th element of sequence Gi.
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Table 1. 11 basis sequences of (32, k) block code

G0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

G1 1 1 0 0 1 1 0 0 1 0 0 1 0 1 0 1 1 0 1 0 0 1 0 1 1 1 0 1 0 0 1 0

G2 0 1 0 1 1 0 1 0 0 1 1 1 0 0 0 0 1 0 0 0 1 0 0 1 1 0 1 1 1 1 1 0

G3 0 0 1 1 1 0 0 1 1 1 0 0 1 1 0 0 0 1 1 0 0 1 0 0 1 0 1 1 0 1 1 0

G4 0 0 0 0 0 1 1 1 1 1 0 0 0 0 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0

G5 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 1 0

G6 0 0 1 0 0 1 1 0 0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 0 1 1 0 0 1 1 1 0

G7 0 0 0 0 1 1 0 1 1 0 1 0 1 1 1 1 0 0 1 0 0 0 1 0 1 1 0 1 0 1 1 0

G8 0 0 1 1 0 1 1 1 0 0 0 1 1 0 0 0 0 1 0 0 0 0 1 1 1 0 1 1 1 1 1 0

G9 0 1 1 0 0 0 1 0 1 1 1 0 1 1 0 1 1 0 0 0 0 1 0 1 1 0 1 1 0 0 1 0

G10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 1 0 0 0 0 1 0

3 Decoding Algorithm for CQI

MAP decoding algorithm can provide the best BER performance as well as the
soft decoding output. Denote the received vector as r = [r0r1 . . . rn−1], the rule
of MAP decoding can be written as following:

ûi = arg max
ui∈GF (2)

P (ui|r) (3)

For the soft decoding output, we introduce the log likelihood ratio (LLR) for
the i -th information bit

Li = ln
P (ui = 0|r)
P (ui = 1|r)

(4)

By applying the rule of Bayes and following the principle of MAP decoding,
we can rewrite the LLR as

Li = ln f(ui=0,r)
f(ui=1,r)

= ln
∑

c ∈C{ui=0} f(c,r)
∑

c ∈C{ui=1} f(c,r)

= ln
∑

c ∈C{ui=0} P (c)f(r |c)
∑

c ∈C{ui=1} P (c)f(r |c)

(5)

If memoryless channels and BPSK modulation (0→ +1, 1→ −1)) are consid-
ered, and it is assumed that all codewords are equally probable (i.e., no apriori
probability available), denote the corresponding mapped vector of the encoded
codeword as s = [s0s1 . . . sn−1]. We can have

Li = ln

∑
c∈C{ui=0} f(r|s(c))

∑
c∈C{ui=1} f(r|s(c))

(6)
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In additive white Gaussian noise (AWGN) channel, we can obtain

Li = ln
∑

c ∈C{ui=0} exp{− 1
2σ2 ||r−s(c)||2}

∑
c ∈C{ui=1} exp{− 1

2σ2 ||r−s(c)||2}

= ln
∑

c ∈C{ui=0} exp{ 1
σ2 <r ,s(c)>}

∑
c ∈C{ui=1} exp{ 1

σ2 <r ,s(c)>}
(7)

where σ2 is the noise variance and < ·, · > denotes the inner product.
As we know, for the (32, k) block code, the number of the codewords with the

i-th information bit being 1 (or 0) is 2k−1. The addition calculation in Eq. (7)
will up to be k(2k − 2). Based on FFT, we can use a butterfly flow graph to
reduce the calculation complexity [9]. The procedures are given in the following:

Step-1: For the (32, k) block code, we denote all possible information sequence
as u0 = [00 . . . 0], u1 = [00 . . . 1], . . . , u2k−1 = [11 . . . 1], and the corresponding
codewords are denoted as c0, c1, . . ., c2k−1. After ±1 mapping, the mapped
symbol sets are expressed as s0, s1, . . ., s2k−1.

Step-2: Define

λi = exp{ 1
σ2

<r, si>} (8)

where i = 0, 1, . . . , 2k − 1, and λi represents the likelihood value of the received
sequence r and the mapped i-th codeword si.

Step-3: Re-order the generated λi: let zi = [λi, λ2k−1−i]T , i = 0, 1, . . . , 2k−1−1,
and introduce a 2k × 1 sized vector z = [zT

0 ,zT
1 , . . . ,zT

2k−1−1]
T .

Step-4: Proceed on the BFG-based transform, we can obtain a 2k × 1 sized
vector y as

y = [y0, y1, . . . , y2k−1] = BFG(z) (9)

For simplicity, we take k = 4 for example, where λ = [λ0, λ1, . . . , λ15], z =
[zT

0 ,zT
1 , . . . ,zT

7 ]T , and y is a 8 × 1 sized vector. The BFG-based transform can
be shown in Fig. 1, from which it is obtained that:

y0 =
∑

c∈C{u0=0} exp{ 1
σ2 < r, s(c) >}

y1 =
∑

c∈C{u0=1} exp{ 1
σ2 < r, s(c) >}

y2 =
∑

c∈C{u3=0} exp{ 1
σ2 < r, s(c) >}

y3 =
∑

c∈C{u3=1} exp{ 1
σ2 < r, s(c) >}

y4 =
∑

c∈C{u2=0} exp{ 1
σ2 < r, s(c) >}

y5 =
∑

c∈C{u2=1} exp{ 1
σ2 < r, s(c) >}

y6 =
∑

c∈C{u1=0} exp{ 1
σ2 < r, s(c) >}

y7 =
∑

c∈C{u1=1} exp{ 1
σ2 < r, s(c) >}

(10)



Butterfly-Flow-Graph Based MAP 203

Fig. 1. The BFG-based transform of (32, 4) CQI decoder.

The BFG-based MAP decoding algorithm can be summarized as follows.

(a) Define Q0 =
[

1 0
0 1

]
, Q′

0 =
[

0 1
1 0

]
, we can obtain Ql by Ql =

[
Ql−1 Ql−1

Ql−1 Q′
l−1

]

and Q′
l =

[
Q′

l−1 Q′
l−1

Q′
l−1 Ql−1

]
recursively, l = 1, 2, . . . , k − 1.

(b) In order to obtain the 2k × 1 sized vector y, denote xi = [y2i, y2i+1]T firstly,
i = 0, 1, . . . , k − 1. We can get

xi =
{

Qk−1,0 · z, i = 0
Qk−1,2i · z, i = 1, 2, . . . , k − 1 (11)

where Qk−1,i denotes the i-th and i + 1 -th row of Qk−1.
Based on xi = [y2i, y2i+1]T , we can construct the 2k × 1 sized vector y

correspondingly, where y = [xT
1 ,xT

2 , . . . ,xT
k−1]

T . Besides, with Q0 and Q′
0, the

BFG-based transform can be represented as shown in Fig. 2.

Step-5: From Eq. (7) and the definition of vector y, we can calculate the decoded
LLR by

Li =

{
ln y0

y1
, i = 0

ln y2(k−i)

y2(k−i)+1
, i = 1, 2, . . . , k − 1 (12)

Step-6: Based on the decoded LLR, we can obtain the corresponding hard
decision by

ûi =
{

0, Li > 0
1, Li < 0 (13)
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Fig. 2. Another representation of the BFG-based transform

4 Numerical Results

4.1 Performance Simulation

The simulation results are given in this section, where the simulation is carried
out on AWGN channel with different signal-to-noise ratio (SNR), and the infor-
mation bit number k = 11. The BER performance of standard MAP decoding
algorithm and BFG-based MAP decoding algorithm are provided in Fig. 3. We
can observe that the proposed BFG-based MAP decoding algorithm can obtain
exactly the same BER performance as the standard MAP decoding algorithm.
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Fig. 3. The BER performance of the standard MAP decoding and BFG-based MAP
decoding
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4.2 Complexity Analysis

The addition calculation complexity of the standard MAP decoding algorithm
and BFG-based MAP decoding algorithm with different information bit number
k are shown in Fig. 4, and the relative complexity reduction is shown in Fig. 5.
From the figure, it is known that, with the proposed BFG-based MAP decoding
algorithm, the addition calculation complexity can be reduced by 35.71% when
k = 4 and 72.82% when k = 11 accordingly. As a result, with the proposed
BFG-based MAP decoding algorithm, the addition calculation complexity can
be efficiently reduced.
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Fig. 4. The addition calculation complexity of the standard MAP decoding and BFG-
based MAP decoding
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Fig. 5. The relative complexity reduction of BFG-based MAP decoding compared to
the standard MAP decoding
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5 Conclusion

In this paper, a BFG-based MAP decoding algorithm for CQI in 3GPP-LTE is
described. From the simulation result, it is seen that compared to the standard
MAP decoding algorithm, the propose algorithm can greatly reduce the com-
plexity while the BER performance is without degradation. As a result, with the
proposed algorithm, the receiver can retrieve the CQI report fast and efficiently.
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