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Abstract. Since the current Internet is only able to provide best-effort
services, the quality of service (QoS) for many emerging businesses can-
not be well guaranteed. Meanwhile, due to the privatization of networks
management, multi-vendor heterogeneous networks are difficult to pro-
vide end-to-end QoS assurance on demand. Therefore, heterogeneous
devices from different vendors also bring new challenges to the flexi-
ble control of network equipment. Software defined network (SDN) is
an emerging paradigm which separates the network’s control logic from
the underlying routers and switches. In this paper, we design a monitor-
ing loop of link latency by using both LLDP and Echo probing modules.
Then, a dynamic routing algorithm is proposed to select optimized trans-
mission path based on the information of link latency. In addition, we
develop a routing application assorted with the monitoring mechanism
by extending the RYU controller. We implement our solution in a semi-
practical SDN testbed. Finally, the overall feasibility and efficiency of
the proposed solution are experimentally verified and evaluated.

Keywords: SDN · Latency monitoring · Traffic engineering · QoS
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1 Introduction

In the traditional IP network, all packets are switched by using best-effort way.
Since best-effort service model reduces the overhead and the cost at the network
layer without losing reliability and robustness, this architecture can perfectly
provide data transmission in the case of conventional applications (voice, video,
etc.). However, with the rapid development of the Internet, there have been a
large number of new types of business, e.g., VoIP, HDTV, Multimedia service,
and so on. This kind of traffic has stringent delay requirements which cannot be
guaranteed in the best-effort Internet. Although the Internet Engineering Task
Force (IETF) has proposed several quality of service (QoS) architecture such as
Integrated Services (IntServ) [1] and Differentiated Services (DiffServ) [2], these
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proposals are not very successful. They have not been deployed on a large scale
commercial environment because they all need to make fundamental changes to
the top layer of a distributed hop-by-hop routing architecture without a global
view. Meanwhile, some solutions based on multi-protocol label switching (MPLS)
[3] and border gateway protocol (BGP) [3] are explored to address the problem
that is severely lacking on the information of the available network resources
(e.g., network delay information) from an end-to-end perspective. However, these
schemes do not have good re-configurability and adaptability. More particularly,
with the expansion of network scale, multi-vendor devices coexist on the Internet
[4]. Therefore, the network architecture of the current Internet is inflexible for
the rapid development and deployment of network services supporting multiple
application requirements.

Software defined network (SDN) [5] is one of the latest revolutions in the net-
working field, which allows network administrators to manage network services
through the abstraction of underlying network functionality [6–8]. To efficiently
apply QoS policies [9–12], it is important to obtain the latency information in a
SDN-based packet network. In [13], authors presented a measurement scheme of
the link latency, but they did not give a routing solution to schedule traffic. Note
that, both the network measurement and the traffic engineering are important.
If operators want to provide differentiated services for various users through the
SDN solution, it is essential to design the monitoring mechanism and develop
the traffic scheduling algorithm.

In this paper, we first focus on designing a monitoring mechanism of link
delay by using both link layer discovery protocol (LLDP) monitoring module and
Echo monitoring module. Then, we propose a dynamic shortest delay routing
algorithm, i.e., SDRA, in order to meet the QoS requirements of different traffic.
In addition, we develop a routing application assorted with both the monitoring
mechanism and the SDRA traffic scheduling by extending the RYU controller.
We implement our solution in a semi-practical SDN testbed. Finally, the overall
feasibility and efficiency of the proposed solution are experimentally verified and
evaluated. In the four-node four-link network (n4s4) topology, we measure the
link latency detected by the delay monitoring module, and this demonstrates
the feasibility of the monitoring mechanism. Moreover, the performance of the
SDRA scheme under different traffic loads is also quantitatively evaluated based
on the simulated NSFNET network in term of the end-to-end delay, compared
with the minimum hop routing algorithm (MHRA). It is beneficial for us to
verify the efficiency of our SDN-based delay solution.

The contributions of this work can be summarized as follows,

(1) We design a monitoring mechanism to measure the link delay in multi-
vendor heterogeneous network. And experimental presentation demon-
strates the feasibility of the monitoring mechanism.

(2) We propose a delay-aware SDRA algorithm to provide the end-to-end QoS
guarantees based on a centralized network view. It is able to choose the
optimized path according to the network status in real time.
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(3) We develop a SDN-based shortest delay application by extending RYU con-
troller. The efficiency of overall solutions is evaluated in a semi-practical
SDN platform.

2 Problem Statement and Analysis

In this section, we first describe the network architecture and the key notations
used for the problem formulation. Then, we introduce the system model. Finally,
we formulate mathematically our problem in term of providing an end-to-end
shortest delay guarantee.

2.1 Network Architecture

The SDN architecture can be depicted as a composition of three planes, as shown
in Fig. 1. Each plane has its own specific functions. The data plane corresponds to
the multi-vendor heterogeneous devices, which only are responsible for the data
forwarding. Different from traditional networks, the control plane is stripped
from the underlying forwarding device. The control plane controls all network
devices and abstracts the underlying network resources by using the OpenFlow
protocol. This is a key characteristic of SDN network, which makes it possible
to allocate network resources of multi-vendor heterogeneous devices based on
a centralized controller. The management plane is the set of applications that
use algorithms or protocols to implement network control and distribute the
operations logic to the underlying devices. For instance, the SDRA application
maintains a routing policy to provide the end-to-end QoS service by utilizing
the proposed solution.

Fig. 1. Network architecture.
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2.2 Notation Definitions

(1) u, v: index of OF-Switch, u, v ∈ {1, 2, 3, ..., N}.
(2) K: the number of shortest paths.
(3) PK : the set of K shortest paths.
(4) P k: the kth shortest path from source node to destination node, where

k ∈ {1, 2, 3, ...,K}.
(5) Be(u,v): the total bandwidth capacity of link e (u, v).
(6) Bf

e(u,v): the free bandwidth capacity of link e (u, v).
(7) H: the maximum number of path length, and we regard that a path is

unreachable if its length is more than H hops.
(8) T lldp

c : a time cycle of LLDP process, and it is constant value.
(9) T echo

c : a time cycle of Echo process, and it is constant value.
(10) Te(u,v) (t): the delay of link e (u, v) at time t, and we assume that

Te(u,v) (t) = Te(v,u) (t).
(11) T lldp

e(u,v) (t): the delay of a LLDP process about link e (u, v) at time t, where
∀t ∈ {

t1, t2, t3, ..., T
lldp
c

}
. The process is defined as: first, the controller

sends Packet-Out message to OF-Switch u for guiding OF-Switch u for-
warding LLDP packet. Then, LLDP packet is transmitted to OF-Switch v
through link e (u, v). Finally, OF-Switch v sends Packet-In message to the
controller when it receives the LLDP packet.

(12) T echo
u (t): the delay of an Echo process about OF-Switch u at time t, where

∀t ∈ {
t1, t2, t3, ..., T

echo
c

}
. The process is that the controller sends Echo

Request message to the OF-Switch u for checking the latency between the
controller and OF-Switch u. Then, when the OF-Switch u receives the
message, it immediately returns an Echo Reply message to the controller.

(13) e (u, v): binary variable, taking 1 if that exists a link between node u and
v (u �= v), and 0 otherwise.

(14) ϕPk

e(u,v): binary variable, taking 1 if the kth shortest routing path includes
link e (u, v) and 0 otherwise.

(15) αp: binary variable, taking 1 if the path p is selected as the working path
and 0 otherwise.

2.3 System Model

We model the network of packet switching by a graph G (V,E), in which
V = {v1, v2, ..., vN} denotes the set of OpenFlow-enabled switches and E =
{e1, e2, ..., eM} is the set of bidirectional edges between OF-Switches. N is the
total number of OF-Switches in the network, while M is the total number of edges
in the network. Note that, e (u, v) taking 1 if that exists a link between node
u and v (u �= v), and 0 otherwise. In a SDN-based packet network, it consists
of a controller and multiple OF-Switches. All OF-Switches are responsible for
forwarding data packet only. The control function of the network belongs to the
upper controller, and OpenFlow protocol is utilized to communicate between
the controller and OF-Switch. More specifically, the network is dynamic, and
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the status information changes over time. Let G′ (V ′, E′, t) represent the net-
work graph at time t, where ∀t ∈ {t1, t2, t3, ..., Tc}, and Tc denotes a cycle time
of probing network status. Meanwhile, let Te(u,v) (t) denotes the delay of link
e (u, v) at time t, and we assume that it is invariant in a cycle Tc. Therefore, we
are able to dynamically generate the graph G′ (V ′, E′, t) when let Te(u,v) (t) be
the weight of the edge in the packet network. In addition, every delay-sensitive
service requirement is represented by a 5-tuple: 〈s, d, x, bx, tx〉, where s is a IP
address of source host, d is a IP address of destination host, x represents a type
index of the delay-sensitive traffic, bx is the bandwidth requirement, and tx is
the maximum number of latency requirement level.

2.4 Problem Formulation

In reality, the status of packet switching network is varies with time. However,
we can investigate the optimal delay problem at a particular time t. Our objec-
tive is to minimize the transmission delay. Mathematically, our problem can be
formulated as follows (1).

Minimize :
K∑

k=1

N∑

u=1

N∑

v=1

(
Te(u,v) (t) × ϕPk

e(u,v)

)
(1)

N∑

u=1

N∑

v=1

[
e (u, v) · ϕPk

e(u,v) · bx

]
−

N∑

v=1

N∑

u=1

[
e (v, u) · ϕPk

e(v,u) · bx

]
=

⎧
⎨

⎩

bx, if u = s,
−bx, if u = d,

0, otherwise.
(2)

ϕPk

e(u,v) · bx ≤ Bf
e(u,v) (3)

N∑

u=1

N∑

v=1

ϕPk

e(u,v) ≤ H (4)

T lldp
e(u,v) (t) ≤ T lldp

c (5)

T echo
u (t) ≤ T echo

c (6)
∑

p∈PK

αp = 1 (7)

1
2

[
T lldp
e(u,v) (t) + T lldp

e(v,u) (t) − T echo
u (t) − T echo

v (t)
]

= Te(u,v) (t) (8)

The constraint (2) states that for all nodes of the network, the outgoing traffic
should be equal to incoming traffic except for the source and the destination
nodes. Equation (3) represents that the residual bandwidth of each link along
the routing path should be higher than the bandwidth requirement of the traffic.
Equation (4) limits the path length no longer than H hops. Equations (5) and
(6) ensure the effectiveness of the probing time for the both LLDP and Echo
processes. Equation (7) ensures that, for each service request, only one candidate
path is selected as the working path. Equation (8) calculates the delay of the
link according to the probing results from the monitoring module.
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3 SDN-Based Delay Solution

3.1 Monitoring Mechanism

Our latency monitoring mechanism consists of the LLDP monitoring module and
the Echo monitoring module. LLDP monitoring module is used to obtain the
delay of the link discovery process, while Echo monitoring module is responsi-
ble for detecting the propagation latency between the controller and the switch.
The link discovery process is achieved based on sending a specially crafted packet
(i.e., LLDP data packet) through a link from the controller and back while the
adjacent switch has no matched flow entry. The controller guides the switch 1
to send LLDP packet through a particular port via a Packet-Out message, and
records the current timestamp. Then, the packet is transmitted from the switch
1 to the switch 2 along link 1→2. Since there is no flow entry to match the
packet in the switch 2, switch 2 sends Packet-In message to the controller. The
controller calculates the latency of LLDP process about link 1→2 when receiv-
ing the Packet-In message from switch 2. Similarly, we can get the latency of
LLDP process about link 2→1. Let T lldp

e(s1,s2) and T lldp
e(s2,s1) denote the delay of the

above two processes, respectively. In addition, we can also describe the process
of Echo monitoring module. Firstly, the controller sends the Echo Request mes-
sage encapsulated timestamp to the switch. The switch returns the Echo Reply
message back to the controller when it receives the Echo Request message. Then,
the Echo Monitoring module retrieves the timestamp from the Echo Reply mes-
sage, and deduces the latency how long it takes for the packet to complete its
journey between the controller and the switch. Note that, let T echo

s1 and T echo
s2

represent the propagation latency between the controller and the switch 1 and
2, respectively. Thus, we have above four variables. The latency of link S1↔S2
will be T link

e(s1,s2) = T link
e(s2,s1) = 1/2 × (T lldp

e(s1,s2) + T lldp
e(s2,s1) − T echo

s1 − T echo
s2 ), where

we assume that the delay of link S1→S2 is equal to link S2→S1.

3.2 Delay-Aware Heuristic Algorithm

We illustrate the detailed procedure of the dynamic SDRA algorithm by using
Fig. 2. First, we have constructed a virtual network graph with the edge weight
that is the link delay. Based on the virtual network graph, Dijkstra’s algorithm is
used to calculate the best path from source node A to destination node F, which
is A→C→D→F with cost 5. This path becomes the first shortest delay path.
Meanwhile, node A becomes the spur node with a root path of itself. The edge
A→C is removed because it coincides with the root path. Dijkstra’s algorithm
is used to compute the spur path again, which is A→B→D→F with a cost of
8. Then, the node C becomes the spur node, while A→C is the root path. We
remove the edge C→D from the graph since it coincides with the root path.
And, the spur path C→E→F can be obtained by using Dijkstra. The total path
is the sum of root path and spur path, i.e., A→C→E→F with cost 7. Finally, we
remove the edge D→F, and let node D become the spur node. Another potential
path A→C→D→E→F is drawn with a cost of 8. Note that, A→C→E→F is
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Fig. 2. Delay-aware heuristic algorithm.

chosen to become the second path because it has the lowest cost of 7. Repeat
the above iterative process, so that we can dynamically calculate the k-shortest
delay path between any two nodes. The purpose of multiple paths is to achieve
the fault tolerance of the network, the detailed process can be found in our
previous work [14,15].

The time complexity of the algorithm is dependent on the Dijkstra algorithm
used in the computation of the spur paths. Dijkstra’s algorithm has a worse
case time complexity of O(N2), but using a Fibonacci heap it becomes O(M +
N log N). Since our algorithm makes Kl calls to the Dijkstra in computing the
spur paths, where l is the length of spur paths. In a network graph, the value of
l is N at the worst case. Therefore, the total time complexity of our algorithm
is approximate O(KN(M + N log N)), which is polynomial.

4 Experimental Results and Discussions

To evaluate the feasibility and efficiency of the proposed solution, we first estab-
lish a SDN testing environment by utilizing the RYU controller (2 processors,
2 GB memory, and independent network adapter) and the Mininet (2 processors,
2 GB memory, and independent network adapter). The IP address of the con-
troller is 192.168.100.100, whereas the 192.168.100.20 represents the IP address
of the mininet.

Next, in our experiments, we focus on a 4-node 4-link 5-host network topol-
ogy for verifying the feasibility of our SDRA solution. Meanwhile, we also define
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a scenario to evaluate the delay parameters of the network. That is a simulation
of the client-server model in the real network, i.e., the Host 1 (client) sends the
traffic requests to Host 2 and 3 (servers) at the same time. Then, we record the
latency of all links in the topology, shown in Fig. 3. In addition, Fig. 4 quanti-
tatively shows the histogram of the end-to-end delay, processing delay and path
delay, respectively. We can see that the end-to-end delay is about 15 milliseconds
(ms), which consist of the processing delay of the controller, the forwarding delay
of the switch and the transmission delay of path. The processing latency of the
controller here is the time duration from receiving a traffic request to distribut-
ing Flow-Mod message. The path delay is the sum of the delays of all links that
the traffic passes from client to server. Therefore, we thank to the introduction of
SDN-based delay scheme, the network can achieve dynamic delay balance (e.g.,
service requests of the host 1→2 and the host 1→3 dynamically select different
paths to implement shortest transmission delay).
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Finally, we conduct a lot of dynamic experiments based on the NSFNET
topology [8]. In this experiment, the traffic request is randomly generated
between any two nodes. The MHRA algorithm is also compared with the pro-
posed SDRA algorithm in term of both the maximum end-to-end delay and the
maximum path delay. As shown in Figs. 5 and 6, the MHRA mechanism makes it
possible to achieve a delay control similar to that of SDRA at light traffic loads.
However, when the number of traffic request keeps increasing, MHRA increases
significantly. This is because a lot of traffic congestion occurs on the shortest
path. As a result, the MHRA deteriorates the quality of data transmission. Con-
versely, the SDRA can turn to the idle path to ease the network pressure and
thus ensure the quality of service. With the increasing number of services, the
advantage of the proposed SDRA will be more highlighted. The results indicate
that the SDN-based delay solution can dynamically select the optimized path to
reduce the delay of data transmission, which verifies its feasibility and efficiency.
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5 Conclusions

Traditional IP networks were complex and very hard to manage, hence it was
difficult to configure the network based on predefined policies or very hard to
reconfigure the network adaptive to faults and load variation. Meanwhile, multi-
vendor heterogeneous networks also brought new challenges to the flexible con-
trol of network device for providing the end-to-end QoS service on demand.
Therefore, in this paper, we investigated how to utilize SDN to guarantee the
QoS of applications. We first formulated mathematically our problem in term of
providing the end-to-end shortest delay. Then, we designed a monitoring mech-
anism of link latency by using both LLDP and Echo probing modules. Next, a
dynamic routing algorithm was proposed to select optimized transmission path
based on the information of link latency. More importantly, we developed a
routing application that had the monitoring mechanism through extending the
RYU controller, and our solution was achieved in a semi-practical SDN testbed.
Finally, we quantitatively evaluated the performance of the overall system in
terms of the end-to-end delay, the path delay, and the processing latency of the
controller. The experimental results showed the system’s overall feasibility and
efficiency.
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