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Abstract. Cloud computing has been growing rapidly in the world over the
past decade. The Studies and development of this system has met the demand of
large number of users in the world. In order to share shared resources, most
applications are deployed in the cloud under the control of distributed systems.
The distributed system deployment on the SaaS layer responds to the maximum
user access through coordination between servers. This coordinate control
messages moving across servers to ensure conherence, transparency for user.
However, disadvantage of coordination is that communication between servers
in the cloud occupies large bandwidth; not to mention overlap of information at
destination by multicast transmission. In this paper, we present optimal solution
of communication resource allocation (CRA) in distributed system integrated on
cloud computing based on network coding technique to ensure maximum
throughput and avoid overlap of information at destination.
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1 Introduction

Cloud computing is the large system that resources allocation to users through services.
The flexibility of cloud computing is a resources allocator on demand, which facilitates
the maximum utilization of system resources available. For cloud computing, physical
resources are used as a virtual computer combined. This provides an environment in
which applications perform independently without regard to any physical resources.

Cloud computing uses dynamic resources, hence, the issue of resource allocation
for this system is more complex than resource allocation in distributed systems.
Virtualization that will allow for cloud computing. Virtual machine systems (VMS)
combine physical resources to resource allocation for virtual machines. Characteristic
of VMS is make the most of the available resources in the system and serve large
number of users. In addition, VMS can deploy one or more distributed systems on it to
shared resource allocation to users.
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Shared resources in the distributed system are concerned by the limited amount of
resources, while the number of requests is greater than the number of requests leading
to concurrency and deadlock in provisioning. The coordination between the servers in
the distributed system is based on message passing mechanisms [10]. Through this
mechanism, messages are controlled, routed based on structure to ensure data con-
sistency. Studies about communications in distributed systems refer to multicast
transmission mechanisms that allow a group of servers to exchange messages with each
other to control shared resource allocation [4, 6, 10]. The continuous exchange of
messages between servers leads to appropriate of large communication resources, thus,
there should be an optimal solution in CRA.

Studies in [8, 9] point out that the disadvantage of multicast transmission is that
packets that arrive at destination set can be overlapped, leading to waste of communication
resources. One of the research directions to solve this solution is network coding. The goal
research of network coding is to establish multicast connections and avoid overlap
information at destination set. The solution for network coding technique are processing
on multicast trees to achieve maximum throughput at destination set through XOR
operation. This solution is built and implemented in the communication resource allocator.

Building a communication resource allocator is one of the essential conditions for
control, monitoring, and resource allocation. In this paper, we present the optimal
solution to CRA in distributed systems integrated on cloud computing based on net-
work coding techniques. The main contents of the article are summarized as follows:

– Introduction a general solution CRA in distributed systems integrated in cloud
computing.

– This system described the optimization algorithm CRA in VMS.
– Simulates the solution optimization of communication resources based on the

network coding technology versus multicast transmission solution.

The sections of the paper are organized as follows: Sect. 2 presents the related
studies, we explore, evaluate and analyze the current model to draw the advantages and
disadvantages in CRA. Section 3 presents the optimal solution model and algorithms
for resource allocation. Section 4 provides simulation results for evaluating a solution
model from which to draw conclusions as outlined in Sect. 5.

2 Relate Works

The basic model of resource allocation in cloud computing is shown in Fig. 1, based on
the specific structure of each type to classify as cloud types: private, hybrid, public and
community. Services of cloud computing resource allocation to users for a variety of
purposes based on demand.

In the process of resource allocation, CRA system can achieve optimum bandwidth
consumption by observing real-time bandwidth consumption and making decisions
about reallocation.

Studies in [13] presents an overview of resource allocation strategies in cloud
computing. Discussion in the studies refers to the integration of allocation operations
with utilities and services in limited resource conditions to meet user needs and cloud
applications.
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Studies in [5, 12] presents studies on virtualization solutions that focus on Data
Center. Studies in [7, 14] present new strategies in resource allocation that studies
adaptation to the inheritance used in cloud computing environments.

In addition, the approach to process of CRA on the cloud based on a network
virtualization perspective. The final product of network virtualization is the virtual
network. Studies in [1] presents solutions that focus on optimizing bandwidth con-
sumption. Communication environment is virtualized by the virtual network to ensure
the connection to the virtual server [3].

As shown in Fig. 2, each VM can deploy one or more distributed systems over the
virtual network through a communications environment. Therefore, the optimization of
communication resources in the virtual network environment should be considered.
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Fig. 1. The basic model of cloud computing
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The processing that takes place inside the system is the set of virtual hosts
VM ¼P

Si i ¼ 1::nf g, where Si is a virtual machine connected through the distributed
communication system as shown in Fig. 2. Virtual machines coordinate control
through message passing mechanisms to respond resources. These messages can also
be considered as processes are moving in the network to request shared resources. The
execution of processes depends on the communication resource allocator for routing
from source to destination.

Studies in [4, 11, 13] have shown that optimal communication is based on
tree-based algorithms in multicast transmissions. The disadvantage of this mechanism,
however, is overlap data in communication if multiple servers provide the same
information to the destination servers [8, 9]. To overcome this shortcoming, the
challenge in research is offer a solution to eliminate duplicate packets. In this paper, we
present a network coding technique to solve duplicate packets at the destination set.

Network coding implements concurrent data transmission over the channels to the
destination of multicast transmissions by encoding packets together [2]. A single
multicast session i has the communication rate between information flow and physical
flow denoted tli to transmit packets from source to destination node.

In network coding technique, each message sent in the outcoming link of a node
may have some calculation functions such as “mixing” other messages in incoming link
of node as shown in Fig. 3 [2]. Thus, network coding technique is transmission, mixing
(or encoding) and re-mixing (or re-encoding) of incoming messages at a node. As a
result, messages can be republished (or decoded) at destination node. Three main
advantages of network coding for communication are shown as optimal throughput,
minimal power per bit, and reduced latency.

Which network coding, linear equations in the form of encoded packets with code
coefficients stored in the encoded packet header, undefined variables are the actual
contents of the packet. Therefore, network coding can be integrated with the software
defined infrastructure (SDI) in the virtual system to increase throughput, while avoiding
duplication of data at the destination node.

3 Systems Model

In order to achieve performance over multicast transmission, the solution of us is built
on multicast communication rate control with network coding on the communication
channels.

Si

m1

m2

m3

f1(m1,m2,m3)

f2(m1,m2,m3)

Fig. 3. Node may have some calculation functions for incoming messages
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The description of the basic components in Fig. 4 sets out the general problem of
cloud resource allocation as follows:

1. Terminals in part 5 require shared resources YC ¼P
yci i ¼ 1::nf g to resource

allocator of distributed system in part 2 through communication environment in
part 4.

2. After receiving and processing shared resources at resource allocator of distributed
system, YC send to network coding resources allocator in part 3 to processing.

3. The resource allocator in part 3 divides the YC into vectors, encoded and transmitted
to servers in the distributed system through the communications resource allocator
in part 2.

4. The vectors that are transmitted to destination set Si in the distributed system for
receiving, analyzing, calculating, processing and responding resources to commu-
nications resource allocator.

5. After completing the processing of shared resources, communications resource
allocator to return result to terminal state of shared resource through resource
allocator of distributed system.

This general problem sets out two basic requirements: ensuring requires of shared
resources allocation and optimize communication in the system. In this paper, we focus
on the optimal communication solution that ensures packet transmitted from source to
destination set.

Proposition 1: Consider graph G U;Vð Þ: weighted, directed, non-cyclic; denote h is
mincut between source S0 and any intermediate Stððt � TÞ 2 UÞ. Algorithm 1.1 gen-
erates a linear multicast network coding on a finite field F. Algorithm 1.1 in Fig. 5 has
an execution time Oð Vj j � Tj j � h hþ jT jð ÞÞ. Any finite field size Fj j � Tj j can be used to
represent symbols sent along the edges. The results of linear codes from Algorithm 1.1
have the following characteristics:
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– The source given incoming messages h.
– Node Si needs time to execute O min VI Sij

� ��� ��; jTj� �� �
to compute messages sent

along a discrete edge. The source needs time to execute O hð Þ for each edge.
– Each intermediate can recover the original messages h in time O h2ð Þ.

Prove:
Let start Sij

� �
is a node for edge starting Sij, for each Sij we denote length of local

encoding vector VI start Sij
� �� ��� �� according to formula (1):

mSij
�! ¼ VI start Sij

� �� �! PjVI start Sijð Þð Þj ð1Þ

formula (1) is a vector that determines linear combination of messages on
VI start Sij

� �� �
generates messages on Sij. y Sij

� �
was message carried edge Sij according

to formula (2) as follows:

yðSijÞ ¼
X

p2VI start Sijð Þð Þ
mSijðpÞ
����!

yðpÞ ð2Þ

Our task to find coefficients so that all intermediate can reconstruct original packets
from messages that achieve them. We present the parallel edges S12; . . .; Sih from some
new source S0

′ to S0; edges carried messages from S0.
We can describe the efficiency of all local encoding vectors on independent edge Sij

of a message using global encoding vector b Sij
� ����! 2 Fh. Length vector h is denoted by

b Sij
� ����!

, it is linear combination of message y Sij
� �

. Thus, b Sij
� ����! ¼ 0i�1; 1; 0h�i

� �
(length

vector h with 1 at coordinate i) is calculated by formula (3) as follows:

bðSijÞ
���! ¼ X

p2VI start Sijð Þð Þ
mSijðpÞ
����!

yðpÞ; 8Sij 2 V ð3Þ

vector b Sij
� ����!

is defined because the network is non-cyclic. Using linear basic algebra, it
can be considered as linear coding scheme that used for multicast transmission from

source to destination only if 8SZ 2 D, vector b pð Þ��!
: p 2 VI tð Þ

n o
in span Fh. Recover

the original messages can be achieved by linear equations through the variables h.
With many intermediate, our approach is to add more flow S0–St. Steps of Algo-

rithm through Si 2 U in topological order. This ensures that global encoding vector of
all edges to Si are known when local encoding vectors of the edges outgoing of Si are
defined. The algorithm calculates coefficients of mSij

�! for Sij 2 VO Sið Þ, one edge at a
time. There may be multiple paths to intermediate through edge Sij. Let T Sij

� �
denote

the intermediate set using Sij in some paths pt and

The Optimal Solution of Communication Resource Allocation 231



P Sij
� � ¼ fpt  Sij

� �
: t 2 T Sij

� �g ð4Þ

formula (4) is preprocessing Sij in the corresponding flow path. Non-zero coefficients
for mSij

�! are chosen for P Sij
� �

.
Line 15 in Algorithm 1.1 implemented random selection of vectors mSij

�! with

support of P Sij
� �

with condition 8t 2 TðSijÞ : ðBtnfbðpt  Sij
� �ÞgÞ [ fb Sij

� ����!g, algo-
rithm can execute at time Oð Vj j � Tj j � h2Þ and return encoding message with time
O h2ð Þ at each intermediate.

Fig. 5. The Linear network coding determine algorithm
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Consider pair xi; yið Þ 2 Fh � Fh with xi � yi 6¼ 0, 1� i� nðn\ Fj jÞ. There exists a
linear combination u of x1; x2; . . .; xn to u� yi 6¼ 0, 1� i� n, vector u can be found in
the execution time Oð Tj j2hÞ.

Thus, we have total time of execution according to formula (5):

Oð V ðj jTj j � h2þ Tj j2hÞÞ ¼ Oð Vj j � Tj j � h hþ jT jð ÞÞ ð5Þ

The total execution time of the network coding compared to multicast transmission
is shown in Table 1:

4 Simulation Results

In order to evaluate simulation of network coding, simulation requires declaration of
initial variables to perform encode and decode of packets transmitted in network. Finite
field value F(2m) performs operations. Block variable is initialized to transmitted
message in network. Length of block variable in bytes.

Figure 6 shows the input data is the number of uncoded packets, based on variable
length payload and block variables, data is divided into blocks. Each packet in the
packet has an ID value to identify packet reconstruction at the destination. Figure 7
shows a linear combination of blocks represented in the encoded, each encoded packet
containing an encoding vector describing uncoded packets that have been merged.

Table 1. Execution time of the network coding and multicast transmission

Multicast Network coding

Node O(h2) O(h)
Edge O(h2T) O(h2T)
Network O(|V|�|T|2�h4) O(|V|�|T|�h(h + |T|))

Id: 0 Payload: A0 A0 A0 A0 A0
Id: 1 Payload: A1 A1 A1 A1 A1
Id: 2 Payload: A2 A2 A2 A2 A2
Id: 3 Payload: A3 A3 A3 A3 A3
Id: 4 Payload: A4 A4 A4 A4 A4
Id: 5 Payload: A5 A5 A5 A5 A5
Id: 6 Payload: A6 A6 A6 A6 A6
Id: 7 Payload: A7 A7 A7 A7 A7
Id: 8 Payload: A8 A8 A8 A8 A8
Id: 9 Payload: A9 A9 A9 A9 A9

Fig. 6. Uncoded package
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Intermediate performs linear combination of received packet with random coeffi-
cient. Intermediate generates many combinations of uncoded packets to ensure that
encoded packets can be decodable with high probability. The output of the packets
when transmitted in network are two matrices according to Fig. 8.

After reaching destination set, the decoder will decode the random linear combi-
nations. When packets are received, the decoder executes as many encoded packets as
possible to return the decoded blocks to recover original packets. The resulting decoded
packets is shown in Fig. 9, which indicates that the packet ID may not be in order at the
decoder during transmission from source to destination. We reorder to receive the
original packet.

01  00  00  00  00  00  00  00  00  00  | 00  05  00  05  00  05  00  05  00  05
00  01  00  00  00  00 00  00  00  00  | 08  05  08  05  08  05  08  05  08  05
00  00  01  00  00  00  00  00  00  00  | 04  05  04  05  04  05  04  05  04  05
00  00  00  01  00  00  00  00  00  00  | 12  05  12  05  12  05  12  05  12  05
00  00  00  00  01  00  00  00  00 00  | 02  05  02  05  02  05  02  05  02  05
00  00  00  00  00  01  00  00  00  00  | 10  05  10  05  10  05  10  05  10  05
00  00  00  00  00  00  01  00  00  00  | 06  05  06  05  06  05  06  05  06  05
00  00  00  00  00  00  00  01  00  00  | 14  05 14  05  14  05  14  05  14  05
00  00  00  00  00  00  00  00  01  00  | 01  05  01  05  01  05  01  05  01  05
00  00  00  00  00  00  00  00  00  01  | 09  05  09  05  09  05  09  05  09  05

Fig. 7. Linear combinations of blocks represented in the encoded

13  03  09  03  10  10  05  05  01  01  | 07  07  07  07  07  07  07  07  07  07
05  12  12 15  01  09  11  10  04  02  | 12  02  12  02  12  02  12  02  12  02
02  01  15  11  13  05  15  00  08  02  | 12  04  12  04  12  04  12  04  12  04
14  05  12  13  12  02  09  13  05  02  | 09  08  09  08  09  08  09  08  09  08
10  12  14  14  15  15  04  10  14  13  | 14  01  14  01  14  01  14  01  14  01
12  11  05  00  12  08  08  14  04  08  | 10  09  10  09  10  09  10  09  10  09
15  12  15  12  06  11  02  14  08  10  | 08  15  08  15  08  15  08  15  08  15
07  04 06  11  08  00  09  15  09  11  | 00  10  00  10  00  10  00  10  00  10
00  00  14  01  14  15  15  00  00  10  | 03  01  03  01  03  01  03  01  03  01
13  01  13  12  12  10  03  09  13  09  | 08  02  08  02  08  02  08  02  08  02

Fig. 8. The packet output in network

Id: 1 Payload: A1 A1 A1 A1 A1
Id: 0 Payload: A0 A0 A0 A0 A0
Id: 2 Payload: A2 A2 A2 A2 A2
Id: 3 Payload: A3 A3 A3 A3 A3
Id: 4 Payload: A4 A4 A4 A4 A4
Id: 5 Payload: A5 A5 A5 A5 A5 
Id: 6 Payload: A6 A6 A6 A6 A6
Id: 7 Payload: A7 A7 A7 A7 A7
Id: 8 Payload: A8 A8 A8 A8 A8
Id: 9 Payload: A9 A9 A9 A9 A9

Fig. 9. The packet is decoded at destination
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Through simulations packet transmitted based on network coding, packets are split,
mixed and transmitted over network. At the destination set, packets are decoded and
re-structured primitive to avoid packet overlap at destination with high decoded
probability. Throughput at destination of three methods of transmission: unicast,
multicast and network coding is shown in Fig. 10. The throughput of network coding is
better than multicast transmission. This shows that network coding technique achieves
optimal communication over multicast transmission.

5 Conclusions

In this paper, we studied the optimal solution of CRA in distributed system integrated
on cloud computing. We have developed an algorithm that linear network coding
determine, multicast transmission combines network coding technique algorithm to
ensure that the destination set receives non-overlap information and reaches maximum
throughput. The solution offered is tested for accuracy and can be applied to large,
complex systems. In our next research direction, the solutions are communication
resources allocation with multi-source, multi-rate into multiple transmission channels.
In addition, reduction of encoded, decoded complexity at intermediate and destination
should also be considered.
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