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Abstract. Data is uploaded to Internet daily that make more and more difficult
to mine it. Currently, the available of data mining tools still cannot discover
knowledge from data that need semantic with difference dimensions. In this paper
we present a method to search the related documents based on clustering that
grouped by content. In this, the features are assigned weight by supporting.
Experimental results show that the proposed method is really effective, high
accuracy and the response results are quickly.
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1 Introduction

The development of Internet brings an explosive amount of information on the web.
Sometimes, it makes users feel quite hard to read and search information that they need.
Therefore, data mining is hot and related field as information retrieval, information
extraction, data clustering are concerned [1, 2].

Information retrieval is a sub field of data mining that aims to store and allows quick
access a large amount of information. The text is often considered as documents, books,
articles, etc. However, this is not an easy task, because the booklets in the information
systems often have to deal with tens of thousands or tens of millions of documents. So,
the search engine can not process more quickly if we don’t use any technique to reduce
time for processing and enhance accuracy of system [1, 4].

There are several proposed approaches previously mentioned organizing data and
feature reduction that have been able to effective search engines [5, 6]. However, it is
very difficult to determine feature and how to reduce it. In this paper, we present a method
to search effectively by reducing the feature and enriching the semantics of features by
using support measure that improve from association rule. It is really better than two –
dimensional tf - idf before.
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The rest of the paper is organized as follows: In Sect. 2, we will introduce some
related works. In Sect. 3 is the presentation of our method for data organizing, method‐
ology of Vietnamese document retrieval will be presented in Sect. 4. Experiments and
results will show in Sect. 5. And finally, Sect. 6 is a conclusion and future works.

2 Related Works

The earliest studies on the task of information retrieval are described through keywords.
It is the simplest approach by matching the words that are entered as a search query and
the documents in the data warehouse [3, 10]. To increase the effectiveness of search
engines, there are several studies suggested to organizing data task, index documents in
the warehouse or ranking data [1]. The other studies also added matching problem that
can enhance accuracy between query and data [3]. They also concerned how to select
features and reduce it to speed up search engines [5, 6].

The problem of organizing data, the number of studies often uses clustering or
classification based on machine learning methods as HAC, SVM, neural network or
decision tree. After clustered or classified, documents is organized in clusters with
similar kinds of semantic or content [7, 8].

To enhance accuracy of the search engines, some researches focus on relevant feed‐
back. They proved the effectiveness of the search engine when receive feedback from
the users [9, 10].

Feature reduction is a solution to speed up the search engine. Some studies showed
that, the full features often make system slower. Therefore, to speed up effectively,
feature vectors are needed to reduce. However, the selection of useful features and
remove unneeded features is a difficult problem [5, 6].

3 Organize Documents in the Warehouse

3.1 Feature Selection

Feature selection is one of the key topics in machine learning and other related fields.
Real-life datasets are often characterized by a large number of irrelevant or redundant
features that may significantly hamper model accuracy and learning speed if they are
not properly excluded. Feature selection involves finding a subset of features to improve
prediction accuracy or decrease the size of the structure without significantly decreasing
prediction accuracy of the classifier built using only the selected features.

To overcome the disadvantages of large feature vectors we selected by using a word
segmentation tool for separating word and selecting only national words. A national
word set is define is a set of words that are include verb, noun and adjective.

3.2 Organize Document Based on Clustering

Clustering algorithms group a set of documents into subsets or clusters. The algorithms’
goal is to create clusters that are coherent internally, but clearly different from each other.
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In other words, documents within a cluster should be as similar as possible; and docu‐
ments in one cluster should be as dissimilar as possible from documents in other clusters.
We use HAC algorithm and the similarity score to cluster documents.

4 The Methodology of Effective Document Retrieval

4.1 Calculating Score of Features Based on Support

In the clustering process (Sect. 3.2), there are n clusters made. It is called C and presented
as below

C =
{

C1, C2,… , Cn

}
(1)

In each cluster C, we have a set of documents D.

D =
{

d1 … dm

}
(2)

Suppose that, in each cluster C, if we consider a document is a transaction, frequency
of national word is considered an item, we have a table like this:

After that, we calculate score of term. We use the improving support (in the associ‐
ation rule) to assign value to terms. With each term in Table 1, support of it with each
C is calculated as

Table 1. Transactions and item set

TID Term
d1 t11, t12,…
d2 t21, t22…
……
dk tk1, tk2,…

supp(ti → Cj) =
n(ti)

N
(3)

In which:

– n(ti): number of document in cluster Cj that includes ti

– NCj
: number document in each cluster Cj.

Finally, we built a relationship of national words and topics. In this, each national
word has a score to topics. We can set a threshold to adjust amount of national words
in each topic. It called feature reduction (Fig. 1).
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Fig. 1. Relationship between national words and topics

4.2 Calculating Similarity Between Query and Clusters

In the entered query Q, we perform to extract national words (Fig. 2).

Q =
{

q1, q2,… , qk

}
(4)

Then, we calculate total of national words in the query Q with each cluster C.

total_supp(QCi
) =

k∑
j=1

supp(wj) (5)

In which:

– Supp(wj) is the support of the term wj with cluster C.

The highest of total support is the cluster that is the most similar with the query
(Fig. 3). The algorithm likes below:

208 K. L. Bui et al.



C1

C5

C4

C6

C3

C2

C7

w1

w2

w21

w22

w13

w16

w14

w15

w10

w11

w9

w8

w17

w12

w3

w5

w7

w6

w18

w19

w4

w20

0.29

0.16

0.23

0.47

0.67

0.35

0.72

0.24

0.27

0 .28

0.5

0.4

0.61

0.6

0.43

0.7

0.14

C1

C5

C4

C6

C3

C2

C7

w1

w2

w21

w22

w13

w16

w14

w15

w10

w11

w9

w8

w17

w12

w3

w5

w7

w6

w18

w19

w4

w20

0.29

0.16

0.23

0.47

0.67

0.35

0.72

0.24

0.27

0 .28

0.5

0.4

0.61

0.6

0.43

0.7

0.14

q1 q2 q3Query Q=

Fig. 2. Similarity between query Q and topics
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Fig. 3. REBDO algorithm

4.3 Document Retrieval

In machine learning, Naïve Bayes belongs to classifier methods that use probability with
features is independence (conditional independence). Naïve Bayes is applied widely in
data classification. Assume that, there are two classes: C = {R, R). In which, R is set of
document that relate with query R is collected by unrelated document to query. So that,
the information retrieval problem becomes to determine which documents in cluster are
related to the query. Similarity of document dj and query q is denoted by Bayes rule as

sim(⃖⃖⃗dj|q) =
Pr(dj|R) × Pr(R)

P(dj|R) × Pr(R)
(6)

In which:

– Pr(R): Probability of documents set that related to query.
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– Pr(R): Probability of documents set that unrelated to query.
– Pr(dj|R): Probability dj with set of documents R that related to query.

– P(dj|R): Probability dj with set of documents R that related to query.

Smoothing (6) by logarithm, obtain (7)

sim(⃖⃖⃗dj|q) = log
Pr(dj|R)
P(dj|R)

+ log Pr(R)

Pr(R)
(7)

Assume that, term in query q is independence

q =
{

t1, t2,… , tk

}
(8)

Then

Pr( ⃖⃗dj, R) =
∏

Pr(ti|R) (9)

Pr( ⃖⃗dj, R) =
∏

Pr(ti|R) (10)

Assume that set of training data is enough larger R << R

sim(⃖⃖⃗dj|q) ≈ log
∏

Pr(ti|R)∏
Pr(ti|R) (11)

5 Experimental

5.1 Corpus

There is no standard corpus for Vietnamese text summarization now. Therefore, we built
corpus by manual. Documents in corpus are downloaded from websites’ news as: http://
thongtincongnghe.com, http://echip.com, http://vnexpress.net, http://vietnamnet.vn,
http://tin247.com. There are over 300 documents in it. Table 2 presented some docu‐
ments in corpus and number sentences in each document.
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Table 2. Corpus

Document Source Sentences File name
Ứng dụng Twitter trong lớp học thongtincongnghe.com 28 18-10.txt
Hacker “sờ tới” website chính phủ
Malaysia

Vietnamnet.vn 15 11-5.txt

Yahoo ra mắt công cụ tìm kiếm app
cho Android

Ngoisao.net 12 12-9.txt

TQ phủ nhận điều tra chống độc
quyền Microsoft

Tin247.com 21 13-8.txt

Cấu hình tối thiểu để nâng cấp lên
Mac OS X Lion

Sohoa.vnexpress 18 16-3.txt

Chọn hệ điều hành của bạn pcworld.com 69 21-10.txt
Linux ở khắp mọi nơi Vietbao.vn 71 22-1.txt
Màn hình cảm ứng: Đằng sau những
cú chạm

Pcworld 86 25-4.txt

Phanh phui bí mật thế giới ngầm
hacker Việt Nam

Echip.com 137 33-4.txt

Người dùng di động quan tâm giá cả
hơn sáng tạo công nghệ

baomoi.com 39 33-7.txt

All file downloaded from website will be saved in corpus by *.txt and preprocessed.

5.2 Word Segmentation

We build a dictionary of national words and used VnTagger tool that downloaded from
vlsp website to segment words. VnTagger is published on internet via address: http://
vlsp.hpda.vn:8080/demo/?page=home [11].

5.3 Evaluation

At the present, Vietnamese does not have any standard assessment method, we use recall
measure for evaluation. Recall is the fraction of the documents that are relevant to the
query that are successfully retrieved (Table 3)

Table 3. Some topics for retrieving

Topics Number of relevant documents Recall
Business 52 0.573333
Education 54 0.68
Football 46 0.453
Travel 42 0.514
Information 78 0.526
Technical 36 0.511
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recall =
|{relevantdocument} ∩ {retrieveddocuments}|

|{relevantdocuments}| (12)

6 Conclusion

The task of information retrieval based on content been concerned by researchers and
scholars when the current systems still search by keyword or phrase. In this paper, we
propose an effective method for information retrieval based on content and added objec‐
tives are fast and accurate. With the results of experimental show that, our method really
effectively to reduce complex computing and time for processing when performing with
Vietnamese text.
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