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Abstract. Knowledge mining according to rough set approach is an effective
method for large datasets containing many different types of data. Rough
clustering, as in rough set theory, using lower approximation and upper
approximation, allows objects to belong to multiple clusters in a dataset. KR
Rough Clustering Technique (K-Means Rough) we propose in this paper fol-
lows k-Means primitive clustering algorithm improvement approach by com-
bining distance, similarity with upper approximation and lower approximation.
In particular, appropriate focuses will be calculated to determine whether an
object will be assigned to lower approximation or upper approximation of each
cluster.
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1 Rationale

Rough clustering algorithms use distance measure to construct a similar matrix and
each pair of objects in this matrix is assigned to the current cluster or new cluster
depending on one or both objects in the pair currently being distributed [3]. With this
approach, a large number of clusters will be created. It may be uncertain to ensure
whether lower approximations of the clusters have the most effective overlay area of
the dataset [4].

Clustering technique according to rough set theory supports clustering in two
directions:

– Improve such classic clustering algorithms as k-Means, k-Medoids into rough_
k-Means (k-Means Rough), rough_k-Medoids (k-Medoids Rough), by combining
distance, similarity with upper approximation and lower approximation [10].

– Support to identify the minimum number of clusters, based on the number of initial
suggestion clusters provided by the user. Clusters will be clustered if approxima-
tions on the intersection clusters are non-empty [11].
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This article is organized as follows: Sect. 2 presents some related concepts of rough
clustering technique. Proposed KR algorithm for vertical fragmentation in distributed
data based on rough clustering technique is presented in Sect. 3. Section 4 in turn
presents the experimental setup on KR and compares the experimental results with
primitive k-Means. Section 5 is the conclusion.

2 Some Related Concepts

2.1 Data Discretization and Attribute Selection, Attribute Extraction
According to Rough Set Approach

In the field of knowledge mining, the problem is how to process mixed data with
continuous values. Many algorithms are used to discrete data such as logical reasoning
methods, NAIVE algorithm, etc. However, there is no optimal algorithm. An algorithm
is selected depending on the type of data to be processed. Authors in [2] outline some
data discretization methods based on rough set and logical reasoning.

Attribute Selection, Attribute Extraction based on rough set [4]: Databases in
practice often have many attributes. Attributes required for KPDL problem being pro-
cessed are not all. Selecting the appropriate attributes for KPDL method is necessary.

2.2 Information System, Indistinguishable Relation

Definition 1. Information system [2] is a pair SI ¼ U;Að Þ, in which U ¼ t1; t2; ::; tnf g
is a finite set of objects, A is a non-empty finite set of attributes and a : U ! Va with all
a 2 A. Set Va is called the value set of attribute a.

Definition 2. With any information system SI ¼ U;Af g and a non-empty set of
attributes B�A, an information function B is defined as follows [2]:

InfB ¼ f a; a xð Þð Þ : a 2 Bg with all x 2 A.
In special case B ¼ A, then set fInfA xð Þ : x 2 Ag is called information set A,

abbreviated as INF Að Þ.
One of basic characteristics of rough set theory is to store and process data that is

ambiguous, indistinguishable [3]. In information system as defined above, there can
also be indistinguishable objects.

Definition 3. An indistinguishable relation, denoted by INDA Bð Þ, is defined as:
INDA Bð Þ ¼ x; x0ð Þ 2 U2j8a 2 B : a xð Þ ¼ a x0ð Þ� �

, in which:

– B: an attribute set of objects, B�A.
– x, x0: any two objects belonging to U.

Then INDA(B) is an equivalence relation B [3].
When two objects x, x0, that x; x0ð Þ 2 INDA Bð Þ, then two objects x, x0 is called

indistinguishable by attributes in B. When considering a definite information system,
symbol A is often omitted, and we will abbreviate it as IND(B) instead of INDA Bð Þ.
Equivalence class containing x of indistinguishable relation on B is denoted by x½ �B.
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2.3 Reference-Specific Vector and Similarity

Definition 4. Reference-specific vector VAj of attribute Aj corresponding to reference
of transactions ðq1; q2; ::; qmÞ is determined [12] as follows:

q1 q2 … qm

VAj    = M1j M2j … Mmj

Definition 5. Similarity measure [12] of two attributes Ak , Al, with two reference-
specific vectors corresponding to set of transactions Q ¼ q1; q2; ::; qmð Þ of:

VAk ¼ M1k;M2k; ::;Mmkð Þ and VAl ¼ M1l;M2l; ::;Mmlð Þ, is determined by cosine
measure as follows:

s Ak;Alð Þ ¼ VAk � VAl

VAkk k � VAlk k ¼
Pm
i¼1

Mik �MilffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1

M2
ik

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1

M2
il

s ð1Þ

3 Proposed Vertical Fragmentation Algorithm Based on KR
Rough Clustering

3.1 KR Rough Clustering Algorithm

The most common rough clustering technique [2] is derived from primitive k-Means
clustering. The goal is to randomly generate k clusters from n objects. Assume that
objects are represented by m-dimensional vectors.

Each cluster is also represented by a m-dimensional vector, which is the focus or
vector for that cluster. The process starts by randomly selecting k focuses of k clusters.
Objects are assigned to one of k clusters based on the minimum value of the distance
d (v, x) between the object vectors v ¼ v1; . . .; vj; . . .; vm

� �
and cluster vectors x ¼

x1; . . .; xj; . . .; xm
� �

with 1 � j � m. Distance d v; xð Þ given: d v; xð Þ ¼ v � xj j, is
usually the Euclidean standard [5].

The process stops when the focuses of the cluster are stable, i.e. the focus vectors in the
previous iteration coincide with the new cluster focus in the current iteration. Combining
rough set into k-Means clustering [6] requires the addition of concepts of lower approxi-
mation and upper approximation. In particular, appropriate focuses will be calculated to
determine whether an object will be assigned to lower approximation or upper approxi-
mation of each cluster. KR rough clustering algorithm uses three basic properties:

(1). Each object belongs only to one lower approximation.
(2). If the object belongs to a lower approximation, it also belongs to a corresponding

upper approximation.
(3). An object belongs to at least two upper approximations if it does not belong to

any lower approximation.
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Describe the KR rough clustering improvement algorithm in the following steps:

Step 1: Calculate the cluster focuses according to primitive k-Means, with modi-
fications including lower approximation and upper approximation [9].
Step 2: Determine whether an object is assigned to a lower approximation or upper
approximation of a cluster.
Step 3: Determine the distance to the previous focus.

For each object vector v, distance d v; xj
� �

between v and the cluster focus xj, there
are two options to identify members of an object [10]:

Option 1. Determine the nearest focus [6] by the formula:

dmin ¼ d v; xið Þ ¼ min
1� j� k

d v; xj
� � ð2Þ

Option 2. Check the distance with the nearest cluster focus and other focuses:
T ¼ t : d v; xið Þ � d v; xj

� �
\¼ Thi; i 6¼ j

� �
[11].

– If T 6¼ £ then v belongs to upper approximation of two or more clusters.
– If T ¼ £ then v belongs to lower approximation of only one cluster.

3.2 Proposed KR Rough Clustering Algorithm

KR algorithm
Input: - D: Set of n objects to be clustered;

- k: Number of clusters; 
- Threshold Thi ;

Output: Set of clusters of D;
Algorithm
Begin
1. Initialize randomly k focuses of the derived objects 

x={x1,… xk}; 
2. Repeat
3. Assign objects v to the upper and lower approximations 

of the clusters; /* Cluster */
4. Calculate the distance d(v, xi), d(v,xj) between objects 

v with the cluster focus xi , xj ; /* 1≤ i,j ≤ k */
5. If (d(v, xi) - d(v, xj) <= Thi) Then object vector v will 

not belong to any lower approximations /* by nature 3*/ ; 
6. Else d(v, xi) is minimal;
7. Update focus xi with new focus;
8. If the cluster focus coincides with the previous itera-

tion Then stop;
9. Else go back to Step 2;
10. Until <Cluster focuses do not change>
End.
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3.3 Evaluation of KR Rough Clustering Algorithm

– KR rough clustering solution is similar to KO [12], which is capable of grouping
objects in different clusters. In addition, KR also generates more clusters than
number of clusters needed to describe the data depending on the measurement
distance. This causes the opportunity for an object to be high when clustering in the
same cluster [1].

– However, KR rough clustering solution proceeds with a large set of data, making
the solution more complex, degree of overlap among clusters to increase, so cal-
culating the focus is slower than primitive k-Means.

– KR algorithm complexity is O t�n�kð Þ, in which t is number of iterations, n is
number of objects to be clustered, and k is number of clusters. However t, k are
usually very small compared to n when the dataset is large enough and contains
many objects. Therefore, the complexity is usually calculated as O nð Þ. This com-
plexity is more optimal than vertical clustering algorithm according to attribute
affinity such as BEA algorithm [7] of O n2ð Þ.

4 Experimental Results of KR Rough Clustering Algorithm

We compared experimental results of vertical fragmentation according to KR rough
clustering and primitive k-Means by total time cost and memory cost. Dataset installed
[8] consists of 20 objects as (Table 1):

With k-Means algorithm:

– Experiment with k ¼ 6ð Þ, result as (Fig. 1):

Table 1. Dataset D consists of 20 instance

@NAME = Instance 1 @NAME = Instance 6 @NAME = Instance 11 @NAME = Instance 16

5.1 3.5 1.4 0.2 4.4 2.9 1.4 0.2 5 3 2 1 20 50 52 21
@NAME = Instance 2 @NAME = Instance 7 @NAME = Instance 12 @NAME = Instance 17
4.9 3.0 1.4 0.2 4.9 3.1 1.4 0.2 15 13 12 11 10 15 52 21

@NAME = Instance 3 @NAME = Instance 8 @NAME = Instance 13 @NAME = Instance 18
4.7 3.2 1.3 0.2 5.4 3.7 1.5 0.2 30 60 52 51 21 25 25 22

@NAME = Instance 4 @NAME = Instance 9 @NAME = Instance 14 @NAME = Instance 19
4.6 3.4 1.7 0.2 4.8 3.7 1.5 0.2 50 40 42 41 11 15 35 42
@NAME = Instance 5 @NAME = Instance 10 @NAME = Instance 15 @NAME = Instance 20

5.0 3.6 1.4 0.2 4.8 3 1.4 0.1 30 50 42 31 11 25 45 45
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With KR rough clustering algorithm:
After similar experiment with number of clusters (k = 6), experimental results of

vertical fragmentation according to KR rough clustering (similar to KO [12]), Fig. 2:

Based on above two experimental results [8], the pager compiles a comparison
table between two algorithms as primitive k-Means and proposed KR algorithm
according to 3 tests, corresponding to number of clusters k selected (k = 6; k = 13;
k = 15) as (Table 2).

5 Conclusion

In this paper, we have proposed an improvement in the vertical fragmentation problem
in distributed data based on k-Means rough clustering technique by combining distance
and similarity with upper and lower approximations. In particular, calculate

Fig. 1. Clustering result by k-Means algorithm (k = 6)

Fig. 2. Clustering results by KR with (k = 6)

Table 2. Comparison of KR and k-Means clustering results

Algorithm Number
cluster k

Total time
(ms)

Sum of squared
errors (Min)

Max memory
usage (Mb)

Frequent
itemsets count

k-Means k = 6 8192 64.8000 0.6793 4
k = 13 2623 455.4550 1.3000 3
k = 15 1689 751.6216 1.6000 3

KR
improved

k = 6 16 248.7609 1.2878 8
k = 13 15 548.8960 1.2879 8
k = 15 15 548.8960 1.2879 8
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appropriate focuses to determine whether an object will be assigned to lower
approximation or upper approximation of each cluster [11].

Experimental results using KR rough clustering technique show:

– With a small number of clusters k (k = 6), k-Means algorithm has large total time,
satisfactory error average cost and memory cost. Meanwhile, KR rough clustering
algorithm optimizes all three criteria.

– When increasing number of clusters k (k = 13, k = 15), KR algorithm clearly
expresses optimizations on all three criteria in comparison with k-Means algorithm.
However, error average cost of KR is high as both upper and lower approximations
are to be considered during the process of updating the new focus.

Complexity KR is usually calculated as O nð Þ. This complexity is more optimal than
k-Means clustering algorithm [9] as O t�n�kð Þ in which t is number of iterations, k is
number of clusters, and n is number of objects on the set D to be clustered.
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