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Abstract. Person identification is an important task for many applications for
example in security. A person can be identified using finger print, vocal sound,
facial image or even by DNA test. However, Person identification using facial
images is one of the most popular technique which is non-contact and easy to
implement and a research hotspot in the field of pattern recognition and machine
vision. In this paper, a deep learning based Person identification system is
proposed using facial images which shows higher accuracy than another tradi-
tional machine learning, i.e. Support Vector Machine.
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1 Introduction

Person identification using facial images is one of the most popular biometric topics in
computer vision community because of its broad applications such as human-computer
interaction (HCI), homeland security, entertainment etc. Identifying a person using
their facial images includes image processing and a classification based on machine
learning can be defined as face recognition. However, this still remains a challenging
problem because of intra-subject variations due to head pose, illumination, facial
expression, occlusion due to the person themselves, other objects or accessories, facial
hair, aging and so on [1].

A facial recognition technique is proposed by Chennamma et al. using SIFT features
[2] where frontal facial images are used for training and manipulated facial images are
used for testing. Even though the method shows higher accuracy than popular eigen face
approach, the method is slower due to searching large number of matching points.
Another novel face recognition algorithm method based on adaptive 3-D Local Binary
Pattern and Singular Value Decomposition method is proposed in [3]. The experimental
simulation results show good feature extraction effect and face recognition performance
comparing other state-of-the-art methodologies. Another facial recognition method is
proposed using generalized mean deep learning neural network [4]. The algorithm
provides fast convergence of the feature set and the performance of the proposed
algorithm is better in terms of identification accuracy. Deep learning models achieve
higher accuracy in the field of object detection, text classification, image classification,
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facial recognition, gender classification, scene-classification, digits and traffic signs
recognition etc. where it uses large architectures with numerous features [5].

In this paper, a person identification system using facial images i.e. facial recog-
nition using deep learning is proposed. A deep learning model called Alexnet [6] is
used for facial recognition which has 23 layers including five convolution layers,
max-pooling layers, dropout layers and three fully connected layers. Alexnet is a
specific type of deep learning algorithm that can both perform classification and extract
features from raw images.

2 Materials and Methods

2.1 Data Collection

For this experiment both a public online image database and local image database (i.e.
created internally by us) are used. Online public database AT&T1 is a widely used face
database for face recognition problem. The database has 400 gray scale images of 40
distinct subjects each for 10 different images. For some subjects, the images are cap-
tured at different situations such as times, lighting, facial expressions etc. All the
images are captured against a dark homogeneous background with the subjects in an
upright, frontal position. Images are saved in PGM format and the size of each image is
92 � 112 pixels, with 256 grey levels per pixel. Another image database called ‘IDT’
containing 50 color images of five subject is created locally by us. Ten different color
images of different face angle are captured for each subject and saved all the images in
JPG format in the ‘IDT’ database. In this database, each image size is 640 � 480
though later image size is changed into 227 � 227 pixels. During this data collection,
environmental illumination is not constant and background is also not homogeneous.

2.2 Methods

In this paper work, facial recognition is performed using both traditional machine
learning algorithm i.e. Support Vector Machine (SVM) and deep learning algorithm
which are later compared for evaluation. Using both the databases 70% of the images
are randomly selected for training and 30% of the images are selected for testing. In
machine learning approach, i.e. SVM, HOG (Histogram of Oriented Gradients) features
are extracted using MATLAB function ‘extractHOGFeatures’ [7] both for training and
test images. For example, SVM is used in other domain such as stress classification [8]
or physical activity classification [9]. To build a model, supervised machine learning
model i.e. multiclass Support Vector Machine (SVM) [10] is used which is actually
K*(K−1)/2 binary SVM model where K is the number of unique class labels. In the
model one-versus-one coding design are considered and linear kernel function (i.e. dot
product) is used. To identify an input image using the learned model, first face
detection is performed using Viola-and-Jones algorithm [11] and HOG features are

1 “AT&T Face Database: http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.”
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extracted from the registered facial image. SVM classifier is used for matching database
feature vector with query feature vector. It finds best matching faces from the database
and gives ID of best matching face image as a recognition output. An overview of the
model is presented in Fig. 1.

Deep learning algorithms can learn features, representations, and tasks directly
from images which eliminate the hassle of manual feature selection. In this study, a
deep learning model called Alexnet [6] is used. Alexnet has 25 layers including one
input layers, five convolution layers, seven Relu (Rectified Linear Unit) layers, three
maximum pooling layers, two cross channel normalization layers, two dropout layers,
three fully connected layers, one softmax layer and one output layers. Since
Alexnet network was trained on 227 � 227-pixel images, all of our images are resized
into the same resolution. The first layer of the Alexnet is input layer where the reso-
lution of the images is assigned which are 227 � 227 � 3 and 227 � 227 for IDT and
ATT database respectively. The last layer is output layer which uses probabilities
returned by softmax activation function for each input to assign it to one of the
mutually exclusive classes. An overview of deep learning based facial recognition is
presented in Fig. 2.

Fig. 1. Face recognition overview

Fig. 2. Deep learning face recognition
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3 Results and Evaluation

Both SVM and deep learning (DL) approaches are run 10 times for both the database.
Every time a random 70% of the images are used for training and the rest of the images
are used for testing. Training and test accuracy are calculated and then statistical
parameters such as maximum (MAX), minimum (MIN), average (AVG) and standard
deviation (STD) are calculated for 10 runs. The summary of the result of face recog-
nition test is presented in Table 1. For the training, MAX, MIN and AVG accuracy of
SVM are 65%, 40% and 54.4% for IDT database and 91%, 86% and 88.8% for ATT
database whereas MAX, MIN and AVG accuracy for deep learning are 100%, 94% and
96.2% for IDT database and 100%, 95%, 98% for ATT database. STD of deep learning
for IDT and ATT database are 1.8 and 1.6 and STD for SVM for IDT and ATT
database are 7.6 and 1.4.

For the test, MAX, MIN and AVG accuracy of SVM are 80%, 40% and 58% for
IDT database and 98%, 93% and 95.1% for ATT database whereas MAX, MIN and
AVG accuracy for deep learning are 100%, 80% and 88.3% for IDT database and
100%, 97%, 98.7% for ATT database. STD of deep learning for IDT and ATT database
are 6 and 0.9 and STD for SVM for IDT and ATT database are 14 and 1.5.

It is observed that traditional machine learning algorithm, i.e. SVM does not work
well when images are not captured in controlled environment (i.e. homogeneous
background constant illumination, equal distance between camera and face etc.) while
DL algorithm works better for any kind of images because of its rich feature extraction
capability. STD of DL and SVM are 0.9 and 1.5 for ATT database and 6 and 14 for
IDT database which indicates that the fluctuation of accuracy for each run for ATT
database is less than IDT database due to higher number of data sets.

4 Conclusion

Person identification using facial images i.e. facial recognition faces challenges due to
several complex situations such as intra-subject variations due to head pose, illumi-
nation, facial expression, occlusion due to other objects or accessories, facial hair,

Table 1. Statistical measurement of face recognition accuracy

Training/Testing Statistical
parameters

DL accuracy SVM accuracy
IDT
database

ATT
database

IDT
database

ATT
database

Training MAX 100 100 65 91
MIN 94 95 40 86
AVG 96.2 98 54.4 88.8
STD 1.83 1.6 7.6 1.4

Testing MAX 100 100 80 98
MIN 80 97 40 93
AVG 88.3 98.7 58 95.1
STD 6.0 0.9 14 1.5
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aging and so on. Both the traditional machine learning algorithm i.e. SVM and deep
learning algorithm are used for facial recognition and results show that deep learning
based approach provide higher accuracy level than traditional machine learning
approach. Results can be improved using larger dataset for better training model in
internal database. A real time facial recognition using deep learning is considered as
future work.
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