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Abstract. In disaster scenarios, with damaged network infrastructure,
cognitive radio (CR) can be used to provide temporary network access
in the first few hours. Since spectrum occupancy will be unknown, the
radios must rely on spectrum sensing and opportunistic access. An ini-
tial goal is to establish rendezvous between CR nodes to set up the
network. The unknown primary radio (PR) activity and CR node topol-
ogy makes this a challenging task. Existing blind rendezvous strategies
provide guarantees on time to rendezvous, but assume channels with no
PR activity and no external interferers. To handle this problem of blind
multi-node rendezvous in the presence of primary users, we propose an
Extended Modular Clock Algorithm which abandons the guarantee on
time to rendezvous, an information exchange mechanism for the multi-
node problem, and various cognitive radio operating policies. We show
that the adapted protocols can achieve up to 80% improvement in the
expected time to rendezvous and reduce the harmful interference caused
to the primary radio.
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1 Introduction

In many disaster scenarios, communication networks are vital for ensuring effi-
cient and effective first response; however, the disaster may have caused signif-
icant damage to the existing infrastructure. Cognitive Radio (CR) can provide
an effective solution for creating an initial disaster response network until a more
permanent network is re-established [1]. The CR can sense what links exist to the
remaining infrastructure, sense what spectrum is available, and exploit the spec-
trum opportunistically while avoiding primary radio activity. Given the nature
of the disaster, with unknown PR activity and spectrum spatial diversity, each
CR node must sense the spectrum independently rather than using spectrum
databases, and must rendezvous with each other in available channels. This cre-
ates the challenging problem of efficiently achieving rendezvous in an unknown
environment with unknown primary radio activity.
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For two CR nodes, we define rendezvous as the completion of a handshake
mechanism between the radios on a single channel. This assumes that the two
radios are within transmission range of each other, that they coincide on the
channel for a sufficient time period, and that the channel has no detectable pri-
mary radio activity or excessive interference for the radios over that time period.
When there is no predefined schedule for visiting channels, and no common con-
trol channel, this is known as the blind rendezvous problem. There are some
sophisticated blind rendezvous protocols, including Modular Clock Algorithm
(MCA) [2], Modified MCA (MMCA) [2] and Jump-Stay [3]. These provide guar-
antees on the time to rendezvous, but they assume a set of channels on which
there is no primary radio activity or external interference. Unpredictable arrivals
of primary radios on these channels invalidates the guarantee, and may result
in the CR nodes causing unacceptable interference to the primary radio. We
make two contributions to address this problem. First, we propose an Extended
Modular Clock Algorithm (EMCA) which abandons the guarantee, but has a
shorter cycle time, and is intended to reduce the average time to rendezvous.
Secondly, we explore different operating policies for the CR nodes to handle the
behaviour of the primary users, with the aim of reducing harmful interference
without adversely affecting time to rendezvous. In addition, we propose an infor-
mation exchange mechanism for the multi-node problem, to further reduce the
time to rendezvous.

We conduct an empirical investigation of these protocols in simulation. We
generate randomised but realistic PR activity patterns, and consider the ren-
dezvous problem for different numbers of unsynchronised CR nodes. We measure
the average time to rendezvous and the amount of harmful interference expe-
rienced by the primary radios. We demonstrate that EMCA with appropriate
operating policies can achieve up to 80% improvement in the average time to ren-
dezvous compared to the existing blind rendezvous protocols. We demonstrate
that policies which temporarily blacklist channels with detected PR activity are
able to reduce incidents of harmful interference caused to the primary users.

To summarise our contributions,

1. we propose an Extended Modular Clock Algorithm (EMCA) to provide better
expected time to rendezvous for unknown environments with PR activity;

2. we propose CR operating policies which adapt to PR activities to reduce
harmful interference on PR systems, specifically Normal, Reactive with and
without timeslot truncation, and Proactive, which attempts to learn and avoid
PR activity;

3. we propose a neighbor exchange mechanism to expedite the rendezvous pro-
cess for multiple CR nodes; and

4. we demonstrate the effectiveness of EMCA and the operating policies on
simulated primary radio activity patterns.

2 Related Work

Blind rendezvous strategies (e.g. [2–7]) have gained much attention in CR Adhoc
Networks. The modular clock algorithm (MCA) [2] is a blind rendezvous protocol
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which guarantees rendezvous for radios with identical channel sets. Each radio
cycles through its channel set of size m for up to 2P slots, where P is the
smallest prime ≥m, before restarting with a new hopping rate. MMCA [2] caters
for different channel sets, with limit 2P 2. Asynchronous timeslots are shown to
be beneficial in reducing TTR in MCA [8]. Jump-Stay (JS) [3] and Extended
JS [4], with limits 3P and 4P , is similar to MCA/MMCA, but alternates rounds
between hopping and staying on the same channel. All of these protocols assume
that the channels are free from primary radio activity. If a primary user appears,
the protocols either interfere, or lose their guarantee of rendezvous. To help avoid
harmful interference, IEEE 802.22 specifies operating policies for CR deployment
and operation [9] for broadband services using TV White Spaces (TVWS). There
appear to be no studies analysing rendezvous performance based on PR activity
patterns and practical operating policies.

3 System Preliminaries

System Model: We consider an LxL network area, with N nodes. Each node,
due to spatial diversity can only access m channels from G randomly, where G =
{1, 2, 3, . . . , n}. Therefore, common channels among nodes may vary. We assume
a connected topology, where all nodes are within range of each other. Each CR
is equipped with a single wireless interface. We further assume a time slotted
system where timeslot (TS) duration is fixed and known to all users. We assume
that nodes are not synchronised with each other. We assume that a CR initially
performs sensing for channel accessibility and excludes channels occupied by e.g.
emergency services or other prioritised users. Later, it can perform fast sensing
for PR detection [9]. For PR detection, we assume an energy detection model
and, for identification, a technique such as cyclostationary signatures can be
used [10]. We assume that PR traffic is evenly distributed in the space, however
our proposed algorithm doesn’t depends on the evenly distributed PR traffic.

Primary User Activity Model and Patterns: The performance of cog-
nitive network highly depends on PR activity patterns. PR activity models
are widely used to represent a spectrum usage pattern and measurements for
performance evaluation [11,12]. We use a popular continuous time alternating
ON/OFF Markov Renewal Process to model PR activity [11,13,14]. In this
model, the duration of ON/OFF states of a channel i are denoted as T i

ON and
T i

OFF . The renewal period Zi(t) will occur when one ON/OFF period is com-
plete, where, Zi(t) = T i

ON + T i
OFF . We have used the formulation mentioned

in [13–15], where the channels ON/OFF periods are both exponentially dis-
tributed with p.d.f., fX(t) = λX ×e−λX(t) for ON state and fY (t) = λY ×e−λY (t)

for OFF state. The duration of time in which channel i is in the ON state i.e.
U i, is given as:

U i =
E[T i

ON ]
E[T i

ON ] + E[T i
OFF ]

=
λY

λX + λY
(1)
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Fig. 1. Different PR activity patterns.

Algorithm 1. Function EMCA
Input: t (counter to change ri), i (node id), T (timeslot), mi.
Output: c (selected channel by node i).

1: calculate pi, the prime number greater than
or equal to mi

2: if Ti < 1 then
3: choose initial jt

i = rand[0, mi)
4: choose ri from [0, pi) randomly
5: end if
6: if t ≥ pi then
7: choose ri from [0, pi) randomly
8: ti = 0

9: end if
10: jt

i = (jt
i + ri) mod pi

11: if jt
i<mi then

12: c = ci,jt
i

13: else
14: c = ci,rand([0,mi))

15: end if
return c;

where E[TON ] = 1/λON and E[TOFF ] = 1/λOFF are the means of exponential
distributions, and λX and λY are the exponential distribution rate parameters.
The probability of channel i being in the ON or OFF state at time t can be
calculated as below, where PON (t) + POFF (t) = 1. To illustrate, PR activity
patterns are shown in Fig. 1.

PON (t) =
λY

λX + λY
− λY

λX + λY
e−(λX+λY )t (2)

POFF (t) =
λX

λX + λY
+

λY

λX + λY
e−(λX+λY )t (3)

4 Extended Modular Clock Algorithm (EMCA)
with Neighbor Information Exchange Mechanism

EMCA (Algorithm 1) is based on the Modular Arithmetic approach of MCA [2],
adapted to account for the effect of PR activity. In EMCA, r is the rate/step
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Fig. 2. Neighbor information passing mechanism.

value by which CRs hop the available channel set (ACS), m is the total number
of channels, and P is the smallest prime number larger or equal to m. EMCA
initializes by choosing an initial index and a rate value randomly. The rate value
will remain same for a rendezvous cycle of P timeslots. If rendezvous does not
occur within P, then r will be re-selected. At each iteration, the next index value
will be calculated using mod(P). In EMCA, the rendezvous cycle is short (P
TS) and unavailable channels are remapped randomly from ACS to avoid biased
selection of channels early in the order. In MCA [2] and MMCA [2], the iteration
limits are 2P and 2P 2, to ensure rendezvous if different rates are selected, even if
the sequence starts are not synchronised. Since we cannot guarantee rendezvous
even if two radios are on the same channel in the same slot, because of unknown
PR activity, we reduce this limit to allow a search of all channels, but a faster
rate re-selection, in the hope of speeding up the time to rendezvous.

For a successful rendezvous, two nodes must complete a handshake process.
We propose a beaconing mechanism in which nodes embed into the beacon a
list of neighboring nodes they have overheard. As shown in Fig. 2, if two nodes
find their own ID in each other’s beacons, then we assume rendezvous can be
completed. For example, when Node B receives a beacon from A it will send an
ACK. A now knows that B has received its beacon, and adds B to its neighbour
list. If B receives A’s next beacon, it will discover its own ID in the list. It knows
that A has received its ACK, and can add A to its neighbour list.

5 Cognitive Radio Operating Policies

A CR must be able to identify and vacate channels occupied by a primary
user, and avoid those channels for some specified time. These restrictions are
described in [9] as channel availability check (CAC) and channel non-occupancy
period (CNP). CAC is the time during which a channel should be checked for
the presence of a PR. CNP is the period during which a CR should avoid trans-
mission on a channel which is already detected as occupied. For TV white spaces
(TVWS) [9], which have long activity patterns, the CAC time is by default 30 s,
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Algorithm 2. EMCA for Normal Operating Policy
Input: mi (total number of channels), i (node id).

1: ti = 0
2: Ti = 0
3: while not rendezvous with all nodes do
4: c = EMCA(i, ti, Ti, mi)
5: condition = false
6: beacon = 0
7: if channel c is in BLC list then
8: Do nothing
9: else if channel c is occupied then
10: Add c in BLCi

11: else
12: while beacon �= 5 & condition �=

true do

13: if channel c is occupied then
14: Add c in BLCi

15: condition = true
16: else
17: Attempt rendezvous on c
18: end if
19: end while
20: end if
21: wait for timeslot to end
22: ti = ti + 1
23: Ti = Ti + 1
24: end while

and CNP is a minimum of 10 min. In order to respect the specification, we
have proposed different CR operating policies, which work with the rendezvous
strategies and are adaptable in response to PR activity. The intention is to
reduce harmful interference. Specifically, each channel will be checked for PR
activity at the time of selection and before each beacon transmission, and will
be blacklisted (BL) if found to be occupied; BL channels will be kept in a black-
listed channel list (BLC) and will not be used for transmission or PR detection
until its CNP expires. The proposed policies are described below, together with
a simple “Listen before Talk” policy for comparison.

Listen Before Talk (LBT) or No Policy: In LBT, a channel will be checked
before every transmission, and will not be used if PR activity is detected. How-
ever, such channels are not blacklisted, and rendezvous attempts will continue
at the next scheduled beacon transmission.

Normal Operating Policy (Norm): At the start of a timeslot, the selected
channel will be checked for PR activity. If PR is detected, the whole timeslot will
be abandoned; otherwise, the beacon transmission phase will start with LBT. If
before any beacon transmission a PR is detected the radio will not transmit for
the rest of the timeslot. If PR activity is detected, the channel will be moved to
BLC, and remain there until its CNP expires. At the start of the next timeslot,
a new channel will be selected. The policy is shown in Algorithm 2.

Reactive Operating Policy: The Normal policy wastes time by staying silent
on the current channel. To avoid this, the Reactive policy immediately continues
hopping through the channels using its existing channel selection algorithm.
CR operating limitations are as before, where LBT is followed with CAC/CNP
checks. There are two variations, depending on whether or not the timeslot is
truncated on PR activity detection. Maintaining the timeslot structure keeps
any time synchronisation between nodes, while starting a new timeslot means
that a node will reach the P limit faster (in real time), and so if needed can
change its rate more quickly.



94 S. Ghafoor et al.

Algorithm 3. EMCA for Reactive Operating Policy
Input: mi (total number of channels), i (node id).

1: ti = 0
2: Ti = 0
3: while not rendezvous with all nodes do
4: c = EMCA(i, ti, Ti, mi)
5: channelunoccupied = false
6: channeloccupied = false
7: beaconsent = 0
8: channelselect = 0
9: procedure Channel Selection
10: if c is in BLCi then
11: while channelselect �= mi &

channelunoccupied �= true do
12: c = EMCA(i, ti, Ti, mi)
13: if c is in BLCi then
14: Do nothing
15: else if c is occupied then
16: Add c in BLCi

17: else
18: channel c is unoccupied
19: channelunoccupied = true
20: selectedchannel = c
21: end if
22: end while
23: else if c is occupied then
24: while channelselect �= mi &

channelunoccupied �= true do
25: c = EMCA(i, ti, Ti, mi)
26: if c is in BLCi then
27: Do nothing
28: else if c is occupied then

29: Add c in BLCi

30: else
31: channel c is unoccupied
32: channelunoccupied = true
33: selectedchannel = c
34: end if
35: end while
36: else
37: channel c is idle
38: selectedchannel = c
39: end if
40: end procedure
41: procedure Beacon Transmission
42: while beaconsent �= 5 do &

channeloccupied �= true
43: if selectedchannel is occupied

then
44: Add c in BLCi

45: channeloccupied = true
46: else
47: selectedchannel is unoccupied
48: Attempt rendezvous on

selectedchannel

49: end if
50: end while
51: end procedure
52: wait for timeslot to end
53: ti = ti + 1
54: Ti = Ti + 1
55: end while

Without Timeslot Truncation (RwoT): The node will search for a free
channel until one is found or all channels are examined. If no free channel is
found, the node will remain quiet until the end of the timeslot. A new rate and
index will be selected when node completes a full round (Algorithm 3).

With Timeslot Truncation (RwT): Each time a node selects a new channel,
the timeslot number will also increase. Algorithm 3 is also applicable for RwT,
but where the TS increment occurs with every channel selection.

Proactive Operating Policy (Pro): The Proactive policy attempts to learn
the behaviour of the primary users, going beyond the use of the blacklist. For
each channel, it maintains a channel weight Ci

w, which approximates the chan-
nel’s probability of being unoccupied (or OFF), as shown in Eq. 4. Channel
state matching is defined as positive successful match (PSM) (Estimated State
(ES) = 0, Observed State (OS) = 0), negative successful match (NSM) (ES = 1,
OS = 1), false alarm (FA) (ES = 1, OS = 0) and miss detection (MD) (ES = 0,
OS = 1). MD occurs when a node declares an occupied channel as unoccupied
and FA occurs when node declares an unoccupied channel as occupied. Using the
Ci

w values, each node then maintains a sorted Weighted Channels list (WCL).

Ci
w(weight) =

(PPSM + PFA)
(PPSM + PNSM + PFA + PMD)

(4)
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Algorithm 4. EMCA for Proactive Operating Policy
Input: mi (total number of channels), i (node id).

1: ti = 0
2: Ti = 0
3: while not rendezvous with all nodes do
4: c = EMCA(i, ti, Ti, mi)
5: update channel weight
6: channelunoccupied = false
7: channeloccupied = false
8: beaconsent = 0
9: channelselect = 0
10: procedure Channel Selection
11: if c is in BLCi then
12: while channelselect �= mi &

channelunoccupied �= true do
13: select channel from WCLi

14: update channel weight
15: if c is in BLCi then
16: Do nothing
17: else if c is occupied then
18: Add c in BLCi

19: else
20: channel c is unoccupied
21: channelunoccupied = true
22: selectedchannel = c
23: end if
24: end while
25: else if c is occupied then

26: while channelselect �= mi &
channelunoccupied �= true do

27: select channel from WCLi

28: update channel weight
29: if c is in BLCi then
30: Do nothing
31: else if c is occupied then
32: Add c in BLCi

33: else
34: channel c is unoccupied
35: channelunoccupied = true
36: selectedchannel = c
37: end if
38: end while
39: else
40: channel c is idle
41: selectedchannel = c
42: end if
43: end procedure
44: procedure Beacon Transmission
45: Similar as in other policies
46: end procedure
47: wait for timeslot to end
48: ti = ti + 1
49: Ti = Ti + 1
50: end while

The policy starts by selecting a channel in each timeslot as normal. However, if
channel is occupied then WCL will be used to pick another channel in proportion
to the weights in WCL. The intention is to augment an existing channel selection
algorithm by temporarily returning to channels most likely to be free, rather than
staying silent during a slot when PR activity is detected (Algorithm4).

6 Performance Evaluation

We evaluate the channel selection algorithm and operating policies in simulation,
in order to be able to account for the effect of asynchronous cognitive radio nodes,
and uncertain primary user activity. We measure both the time to rendezvous
and the amount of harmful interference caused to the primary users, and we
compare EMCA to MMCA, JS and to a random channel selection. In each case,
we apply the different operating policies uniformly to each rendezvous protocol.

Simulation Setup: Our evaluation uses the well known network simulator NS-
2, with extensions to the Cognitive Radio Cognitive Network framework [16],
notably for PR activity and channel prediction at the MAC layer, and rendezvous
strategies and policies at the network layer. The number of CR nodes used are 2
and 10, where each node can access only 7 out of 10 possible channels, selected
randomly. Each node starts within a window of one time slot and at a random
time. The CNP time is used as 3xTS. Each TS is divided into five equal parts,
where beacon transmissions are scheduled randomly within first half of every
part, so that each node will have sufficient time for beaconing/listening.
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Table 1. Rate parameter values for channel states used in simulation

PR activity Simulation
parameters

Channel ids

1 2 3 4 5 6 7 8 9 10

High λX 0.25 0.3 0.25 0.23 0.22 0.25 0.22 0.23 0.32 0.21

λY 0.93 1 1.03 1.45 1.10 0.64 1.41 1.59 0.64 1.45

Ui 0.79 0.77 0.8 0.86 0.84 0.72 0.87 0.87 0.66 0.87

Mix λX 10000 1.03 0.22 0.22 1.33 10000 1.28 0.23 0.25 1.79

λY 0 0.3 0.31 1.2 1.2 0 0.28 0.49 0.93 1.3

Ui 0 0.23 0.58 0.85 0.47 0 0.18 0.68 0.79 0.42

The Tx range is 250 m for CRs, and network area is 1000 × 1000m2. PR
activity patterns are generated using rate parameters λX and λY , as shown in
Table 1. For Zero PR activity, rate values are used as λX = 10000 and λY = 0.
We consider Zero, High and Mixed PR activity patterns, where in mixed PR
activity each channel follows a different traffic pattern, as shown in Fig. 1. For
space reasons, we omit Low and Long PR patterns, whose results lie between
Zero and High. The metrics used for evaluation are (i) Average TTR (ATTR),
which is the time from when the first node starts to the time when last node
receive its beacon confirmation and (ii) Harmful Interference (HI), which is the
average number of times when interference is caused by a CR towards PR.

Performance of EMCA with CR Operating Policies: To evaluate the
performance of EMCA over different CR operating policies, we vary PR activities
with different traffic patterns shown in Fig. 1. We run 100 simulations for each
case and take the average of all simulations. Each simulation runs until each node
finds every other node in the network. We show the average time to rendezvous
for each rendezvous algorithm and operating policy, for each traffic pattern, in
Fig. 3 (for 2 nodes) and Fig. 4 (for 10 nodes).

For the zero PR case (Figs. 3a and 4a), EMCA achieves the lowest time to
rendezvous, and Random is only marginally slower. As expected, MMCA and
JS are significantly slower, because their rendezvous guarantee requires longer
cycles before changing the rate. For these zero PR experiments, the operating
policies do not apply and so do not affect TTR.

When we introduce PR activity (Figs. 3 and 4(b) and (c)), EMCA and Ran-
dom still outperform the other two algorithms, which suffer from the longer cycle
times even though the rendezvous guarantee no longer applies. EMCA is still
the fastest algorithm, with the improvement over JS and MMCA ranging up to
one order of magnitude depending on the operating policy. Random is still only
marginally worse than EMCA. The impact of the different operating policies is
now clearer. The Normal policy is slower than the others, and its TTR increases
with higher PR activity, as any detected PR activity causes the nodes to stop
transmitting. The reactive and proactive policies show that this time can be used
more effectively. RwT shows up to 80% improvement over the Normal policy
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(Fig. 3b), with Proactive only slightly slower. The Proactive policy also brings
the TTR for JS and MMCA down to close to the level of EMCA and Random.

In Figs. 5 and 6, we show the average number of incidents of harmful inter-
ference (i.e. when CR transmissions coincide with PR activity) in the same
experiments as for Figs. 3 and 4. There is obviously no harmful interference in
the zero PR case, and so the graphs are omitted. For the High and Mix PR
cases, we again see the benefits of the Reactive and Proactive policies. At some
points, the harmful interference is observed as zero even with PR activity for
EMCA. In the two node experiments, harmful interference is relatively low, with
less than one incident expected per full rendezvous cycle dropping to between
1% and 2% chance of any incident for the reactive and proactive policies. In the
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10 node cases, harmful interference is higher, particularly for JS and MMCA
because of their higher TTRs, but dropping to below one expected instance per
rendezvous cycle for the reactive and proactive policies. Proactive and Reactive,
though, are marginally better. Considering both time to rendezvous and harm-
ful interference, the results show that EMCA with the Proactive policy is the
preferred configuration.

7 Conclusion

It is widely acknowledged that the flexibility of cognitive radio networks makes
them especially suitable for operation in unknown environments, such as disas-
ter response. Blind rendezvous is essential in such situations, but existing tech-
niques make assumptions about primary radio activity and the radio environ-
ment. In order to overcome these restrictive assumptions, this paper presented
an Extended Modular Clock blind rendezvous protocol, which is an adaptive
protocol and can minimize the network setup delay in a disaster situation.
Experiments with a variety of primary radio traffic models show up to 80%
improvement in the key metric time to rendezvous. Reductions in the effect of
harmful interference in comparison with existing rendezvous strategies is also
observed empirically. Furthermore, three different operating policies are pre-
sented to improve adaptation to primary radio activities. The best policy is
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Proactive, which prefers to return to channels with lower previous PR activ-
ity. It offers an order of magnitude improvement in time to rendezvous over
the basic LBT policy, and improves the performance for all of the studied ren-
dezvous algorithms. This study can help regulatory/standard-bodies and service
providers for CR deployment in urban and mission critical areas over differ-
ent spectrum bands. Future work will focus on developing a more sophisticated
learning scheme for Proactive, and on multihop blind rendezvous.
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