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Abstract. In this paper, a routing and interface assignment algorithm
is proposed for MCMI wireless ad hoc networks. The algorithm consists
of two steps: route selection and interface assignment. The process of
route selection is to find the path with the minimum lower bound while
the interface assignment is to assign the interfaces on the nodes along
the path based on the application of the Viterbi algorithm. The proposed
algorithm is computationally efficient due to the decoupling of the route
selection and interface assignment processes. Computer simulation and
examples are used to demonstrate the effectiveness and performance of
the proposed technique. Comparisons are made to other existing routing
techniques in the area of dynamical spectrum access.
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1 Introduction

A MANET (Mobile Ad hoc Network) is a type of ad hoc networks that can be
deployed quickly without any prior planning or construction of expensive net-
work infrastructure [1]. In the last two decades, MANET has attracted lots of
interest from academics as well as industries. In a traditional MANET, all nodes
use a single common channel for communications, which eliminates the need for
coordination between adjacent nodes. In addition, the use of single channel links
can greatly reduce the cost of a wireless network since each node only needs
one wireless interface. However, the throughput capacity of a single channel net-
work is significantly limited due to simultaneous transmission on a same channel
[2,3]. A popular approach for improving the network capacity performance is to
use orthogonal transmissions among adjacent hops to minimize collision and
channel interference. More recently, a trend is to use multiple channels and mul-
tiple interfaces (also referred to as radios) on each node as a means for multiple
simultaneous orthogonal transmissions (see [4] and references thereafter). The
use of multiple interfaces has been accelerated by the recent rapid advancement
in communications technologies and hardware systems that are becoming more
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powerful, more compact and less expensive, and more energy efficient. It becomes
feasible to fit multiple interfaces on a node to support the use of multiple chan-
nels for MANET applications. The widely used technology IEEE 802.11a [5] is
already known to support multiple channels by switching from one channel to
another. The development of spectrum agile software-defined radio (SDR) [6,7]
is another major driving force behind the adoption of MCMI networks. SDRs can
be programmed to tune to a wide spectrum range and operate on any frequency
bands in the range.

Recently, many routing and medium access control (MAC) protocols have
been developed for MCMI networks [4,8–17]. In [19], by assuming that the num-
ber of available interfaces on each node is less than the number of the available
channels, the authors proposed an interface assignment strategy, in which one
interface is fixed for coordination while the others can be switched. Routing
heuristics were then discussed. Wu et al. [20] proposed a MAC protocol that
requires two interfaces on each node: one interface is assigned to a common
channel for control messages, and the second one is switched between the other
channels for data communications. In [21], a similar 2-interface solution was dis-
cussed, in which a channel (or interface) is selected for data communications
based on the load of the channel. In [22], a multi-channel MAC protocol is pro-
posed for IEEE 802.11, which requires only one interface on each host and solves
the multi-channel hidden terminal problem using temporal synchronization. The
development of routing techniques for MCMI networks has some new challenges
due to channel diversity and the use of multiple interfaces on each node. Tradi-
tional ad hoc routing algorithms cannot handle multi-channels efficiently since
they are designed for single channel networks. In general, the steps of route
selection and channel assignment can be executed either simultaneously or in a
decoupled way [15–17]. In [16], a layered graph was proposed to model the dis-
covered spectrum opportunities (SOPs), which is then used to develop efficient
and routing and interface assignment algorithms to form near-optimal topologies
for dynamical spectrum access (DSA) networks. The construction of the layered
graph is to fully utilize the forwarding capability at each node to choose different
channels on different hops of a path, and to ensure that adjacent hop interfer-
ence is minimized. A main shortcoming of the layered graph routing algorithm is
the heavy computational complexity involved in the construction of the layered
graph and the search for the shortest path due to the increase in the number
of compound subnodes in the graph. In [17], a colored multigraph based model
was proposed for utilizing spectrum holes for cognitive radio networks. In the
colored multigraph model, colored edges are used to represent potential neighbor
nodes that share some common channels between them. The goal is to maximize
the network capacity and minimize adjacent hop interference among neighbor-
ing nodes. The algorithm takes into account the effects of both adjacent hop
interference and the number of interfaces available on a current node. This app-
roach is computationally efficient with computational complexity on the order
of O(N2), where N denotes the number of nodes in a network. However, the
algorithm only provides locally optimized adjacent hop interference due to the
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fact that routing selection and channel assignment is executed simultaneously
at a local level.

In this paper, we focus on the problem of routing and interface assignment
for MCMI networks. More specifically, we try to find the optimum path between
a source and a destination nodes given the numbers of available interfaces on
each node and the sets of available channels between each pair of nodes in the
network. It is assumed that the interfaces on each node can be tuned to dif-
ferent channels but one at a time. We assume that the number of interfaces
on each node is less than the number of available channels, and the numbers
of interfaces and available channels may differ for each individual node. In this
work, we use a common channel approach for resource management including
neighbour discovery and exchange of control messages [18,20]. On each node, a
dedicated interface is assigned to the common channel. The proposed routing
and interface assignment algorithm first finds the shortest path that minimizes
the lower bound cost metrics among all feasible routes between the a source
and a destination node. Unlike the routing algorithm in [17], channels are not
assigned on each hop of the path. In the second step, interface assignment based
on the Viterbi algorithm is applied to assign the interfaces on each node along
the shortest path to achieve a minimized adjacent hop interference. The Viterbi
algorithm is a dynamic programming algorithm for computing the most probable
sequence of states in a hidden Markov model given a sequence of observations.
In order to apply the Viterbi algorithm, we use a trellis to model the nodes and
all available channel along the shortest path. In the trellis, each state represents
a channel between a pair of consecutive node on the route. The contribution of
the paper is three-fold. First, an effective cost metric is developed, which takes
into account the effects of adjacent hop interference and the availability of inter-
faces on the nodes. Secondly, the idea of decoupling the processes of finding the
shortest path and optimal channel assignment is new. The decoupling as well as
the use of lower bound metric helps to achieve the globally optimality in routing
selection and interface assignment. Thirdly, the Viterbi algorithm is successfully
applied in the context of interface assignment for achieving the global optimal
adjacent hop interference.

The paper is organized as follows. In Sect. 2, the problem of routing and inter-
face assignment is formulated. Assumptions about MCMI networks are also made
in this section. Section 3 is devoted to the development of the proposed routing
and interface assignment techniques. In this section, a cost metric is defined,
and the algorithm for routing and interface assignment is discussed in detail.
Finally, in Sect. 4, computer simulations and examples are used to demonstrate
the effectiveness of performance of the proposed routing algorithm. Comparisons
are made with other existing routing algorithms for MCMI networks.

2 System Model and Assumptions

Assume that a network consists of N nodes, and that each node has I con-
figurable half-duplex interfaces that can be tuned to one channel at a time.
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A half-duplex radio cannot transmit and receive simultaneously, i.e., it can only
transmit or receive at a time. It is also assumed that, for each node, there are a
maximum M channels available for data communications.

Routing in an MCMI ad hoc network can be formulated as the following
problem: given a source node s and a destination node t, find the optimum path
and assign a channel to an interface on each node along the path so that the
resulting path for data transport between the source and destination nodes is
optimum. The optimality of the route is measured in terms of a cost metric
that accounts for both the number of hops the route traverses and the effects of
adjacent hop interference involved.

For the proposed routing technique, it is required that all nodes in the net-
work have the global view of the network. First, each node must detect the
neighbor nodes with which it has a direct link, and obtain information about
the available number of interfaces and channels on each neighbor node. This
process is also referred to as the neighbor discovery. In a single-channel network,
since all nodes operate on a same channel, neighbor discovery can be achieved
by, for example, all nodes periodically exchanging beacons [27]. In an MCMI
network, since all nodes do not stay not on a same channel, they may not always
hear each other on all channels. Many neighbor discovery approaches have been
developed in the literature for both signal-channel and multiple-channel ad hoc
networks in the literature (cf. [26] and thereafter). In this work, we use the com-
mon channel approach. A common control channel is assumed for all nodes for
neighbor discovery and resource management purpose [18,20]. On each node,
a dedicated interface is assigned to the control channel for exchange of control
messages. The process of neighbor discovery is implemented on the channel sim-
ilar to the one in OLSR (Optimized Link State Routing) protocol [27]. Each
node periodically transmit beacons that contain the list of neighbors, and the
numbers of channels and interfaces available to them. The beacons are received
by all one-hop neighbors, which enable each node to discover its one-hop neigh-
bors as well as two-hop neighbors. Based on the information from the received
beacons, each node regularly floods the topology control information about its
up to two-hop neighbors to the entire network. Each node maintains the topol-
ogy information of the network obtained from the dissemination of the topology
control information.

3 Optimum Routing for MCMI Networks

The proposed MCMI routing algorithm consists of two decoupled steps: finding
the shortest path and optimally assigning a channel to an interface on each node
along the path. The shortest path is defined as the one that has the minimized
lower bound cost among among all available paths. In this step, no interface
assignment is implemented. The interface assignment algorithm uses the Viterbi
algorithm to achieve global rather than local optimality in assigning interfaces
on each node along the shortest path.
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3.1 Shortest Path with Minimized Lower Bound Cost

The routing is formulated as the problem of finding the shortest path between
the source node and the destination node, where the path is the sum of cost
metrics defined for all connections along the path between the source node and
the destination node. In general, the proposed approach for finding the shortest
path uses similar procedures as Dijkstra’s algorithm [23]. However, Dijkstra’s
algorithm is not directly applicable, since it is suitable to networks, where any
two nodes are connected with one edge or channel of fixed cost. In an MCMI
network, any two nodes may be connected by multiple channels, and the cost of
selecting one channel may be different from the selection of another channel due
to channel interference. We assign each node a distance value that represents
its distance from the source node. Since in an MCMI network, multiple edges
(channels) exist between each pair of nodes, we define additional metrics to
represent the cost that a node choose one of the available channels for routing
data. The cost metric should be able to take into account both the weight of an
edge and channel diversity along a path. Figure 1 shows the connection between
a current and a neighbor node, where Ep denotes the edges that connect to the
current node vc, and Ec denotes the edges between the current and next neighbor
node. We assume that each edge is characterized by a cost of one (hop). It should
be noted that the problem of how to define the cost of an edge is not the focus
of this study, and the cost assumption is only for the purpose of demonstration.
In practice, the edge cost can be extended to include other factors depending on
the applications. For example, the cost can be generalized to use the link state
of the edge, i.e., a real number that represents the effective capacity and quality
of the edge (link).

Definition 1. Let vc be the current node, and Epi be a channel that connects
to vc. Let Eck be a channel that connects with a neighbor node. The cost of
selecting Eck, denoted by c, can be computed according to the following rules:

Fig. 1. Connection cost between current and neighbor node.
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1 if no interface is available on vc, c = ∞.
2 when vc has one interface, if Epi and Eck represent a same channel, then

c = 1 + β, where β denotes a penalty term;
3 when vc has more than one interface, if Epi and Eck are different channels,

c = 1; otherwise, c = 1 + β.

The above definition provides the cost metric for connecting to a neighbor node
on a given channel. In the following, we define the lower bound cost metric for
connecting a pair of nodes for the case of multiple channels between the two
nodes. Note that in this metric, no specific channel is specified that connects the
pair.

Definition 2. Let vc be the current node. Denote Ep as the channels that con-
nect to vc, and Ec the available channels between vc and another neighbor. The
cost of selecting the path that connects vc and vn is computed according to the
following rules.

1 If no interface is available on vc, c = ∞.
2 When vc has only one interface, if Ep and Ec share at least one common chan-

nel, then, c = 1 + β; The same rule applies when one or multiple consecutive
nodes preceding the current node on a path have only one interface.

3 When vc has more than one interface, if Ep and Ec each has at least one
non-common channel, then, c = 1; otherwise, c = 1 + β.

This cost metric defines the minimum cost that vc connects to vn given the edges
in Ec. In other words, the cost is a lower bound on the cost of selecting any edge
from Ec under any given edge in Ep.

The route selection algorithm is used to find the shortest route between the
source and the destination node with the minimized lower bound cost metric.
All the nodes of the network are classified into two exclusive sets: visited and
unvisited. At the beginning, all nodes are marked unvisited. The algorithm iter-
ates over all unvisited nodes until all nodes are marked visited. At each step, a
current node will be found and the distances of all its unvisited neighbor nodes
will be evaluated and updated. The distance of an unvisited neighbor node is
updated as the distance of the current node plus the cost of edges connecting to
the neighbor node.

3.2 Interface Assignment

Although the effects of channel availability on each hop is taken into account,
channels are not explicitly assigned to interfaces on the nodes. Since there may
be more than one channel available between a pair of adjacent nodes on the path,
and more than one interface on each node, the interfaces on each node along the
path need to be assigned with an available channel in order to minimize the
adjacent channel interference [16,17]. In this paper, we use a trellis to describe
the interface assignment problem. Let P denote the shortest path from the route
selection algorithm, which is assumed to consists of l + 1 nodes. Let ei denote
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Fig. 2. Cost functions for different scenarios.

channels that are available between the ith and the (i+1)th adjacent node on P.
The trellis shown in Fig. 2 depicts all connections between the source and the
destination when multiple channels exist between pairs of adjacent nodes along
the shortest path. The problem is to find the path that has the minimized cost.
The Viterbi algorithm [24,25] is perhaps the most popular technique for solving
such a problem. The Viterbi algorithm is a dynamic programming algorithm for
computing the most probable sequence of states in a hidden Markov model given
a sequence of observations. The trellis in Fig. 2 has M states or channels denoted
by {e1, e2, . . . , eM}. The path P consists of l hops, which are indexed by i with
1 ≤ i ≤ l. The transition cost ε(i)(j, k) is computed according to Definition 1.

The Viterbi algorithm is a recursive approach that runs from i = 1 to i = l.
For each intermediate state in the trellis, the best partial path is computed as
the one that has the minimum cost among all paths that end at the state. The
algorithm will produce a set of optimum paths that reach the available states
on the last hop in the trellis, and the sequence that has the minimum associated
partial cost will be selected as the optimum channel assignment. From the state
on the last hop on the shortest path, we then can use the back pointers to prop-
agate backwards to recover the optimum path. The application of the Viterbi
algorithm has the useful property of using the context of entire information of
channels and interfaces on each node along the shortest path for judgement, and
is able to provide the global optimum channel assignment solution. The Viterbi
type algorithm is also computationally efficient due to the recursive nature of
the algorithm.

4 Performance Analysis

In this section, we use two examples to show the performance and effectiveness
of the proposed routing and interface assignment algorithm for MCMI ad hoc
wireless networks. In the first example, a network is simulated, in which the
nodes are randomly distributed in a square area of 10 m by 10 m. The simulated
network consisted of 30 nodes. The number of interfaces on each node is randomly
selected between 1 and 4. The number of available channels between a pair of
connected nodes is assumed to be uniformly distributed between 1 and 6.
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Fig. 3. The optimal route and interface assignment selected by the proposed routing
algorithm.
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Fig. 4. The optimal route and interface assignment selected by the colored multigraph
model based approach.

The penalty due to adjacent hop interference was selected as β = 0.5, which
is equivalent to half of the cost for one hop. Figures 3 and 4 show the routing
paths between the pair of source and destination nodes decided by the proposed
approach and the colored multigraph model (CMM) based algorithm, respec-
tively. In the figures, it can be seen that, the route selected by the proposed
algorithm has 4 hops while the route computed by the CMM based algorithm
has to traverse 7 hops for the source and destination nodes. In terms of adja-
cent hop interference, the route by the proposed algorithm contains two pairs of
adjacent hops that have interfering channels while the route by the CMM based
algorithm contains 3 pairs. For this example, the proposed routing algorithm
outperforms the CMM based algorithm both in the number of hops that the
route traverses and the adjacent hop interference. In the simulation studies, it
was observed that the proposed routing algorithm had performed better in most
case and was never worse than the CMM based algorithm.
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Another example is used to demonstrate the flexibility of the proposed rout-
ing and interface assignment algorithm in dealing with weighting of adjacent
hop interference by selecting different values for the penalty terms. As discussed
before, the selection of the penalty value affects both the route selection and and
the channel assignment. Increasing penalty value may force the routing algorithm
to select a route that consists of more hops and less adjacent hop interference.
In some applications, the prevention of adjacent channel interference is critical
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to the operation of a network because channel interference may form a bottle-
neck for packet throughput on the selected route. Another advantage of reducing
adjacent hop interference is that it can improve spectrum utilization of a net-
work. The simulated network topology is shown in Fig. 5. The network consists
of 9 nodes, where node 3 has one interface and the others are assumed to have
2 interfaces on them. Without loss of generality, all connected node pairs have
channels 1, 2 and 3 available. First, we set the penalty value to 0.5 and 1, respec-
tively, and apply the proposed routing algorithm. The routing results are shown
in Fig. 6. The selected optimal route traverses 3 hops and contains one occur-
rence of adjacent hop interference at node 2, where the in and out routes are all
on channel 2. The selected route has a minimized cost of 3.5. To demonstrate
the effects of penalty value on the route selection algorithm, we increased the
penalty value to 2.5. In this case, one occurrence of adjacent hop interference
is equivalent to 2.5 hops in cost metric, and is considered a significant penalty
for selecting a route with adjacent hop interference for data traffic. The selected
route and the interface assignment selected by the proposed algorithm is shown
in Fig. 7. The route has successfully avoided the route with adjacent hop inter-
ference. However, the tradeoff is an increase in the number of hops that the route
traverses. The selected route has a minimized cost of 5.

5 Conclusions

In this paper, an optimized routing and interface assignment algorithm was pre-
sented for MCMI wireless ad hoc networks. The technique decouples the routing
and interface assignment into two steps, i.e., route selection and interface assign-
ment. A cost metric was proposed that accounts for both the number of hops
of a route to be traversed and the effects of adjacent hop interference. Unlike
traditional path searching algorithms, a lower bound cost metric rather than the
cost metric itself is used as the path searching criteria. The Viterbi algorithm
is used to assign interfaces on the nodes along the shortest path to achieve the
globally minimized adjacent hop interference. Computer simulation were used to
demonstrate the effectiveness and performance of the proposed technique. The
proposed routing algorithm is computationally efficient, and has the advantage
of flexibility in dealing with weighting of adjacent hop interference by selecting
different values for the penalty terms. Future studies will include other factors
that will affect the routing performance such as switching latency and end-to-end
delay.
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