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Abstract. The CAN-Bus is currently the most widely used vehicle bus network
technology, but it is designed for needs of vehicle control system, having massive
data and lacking of information security mechanisms and means. The Intrusion
Detection System (IDS) based on machine learning is an efficient active infor-
mation security defense method and suitable for massive data processing. We use
a machine learning algorithm—Gradient Boosting Decision Tree (GBDT) in IDS
for CAN-Bus and propose a new feature based on entropy as the feature con-
struction of GBDT algorithm. In detection performance, the IDS based on GBDT
has a high True Positive (TP) rate and a low False Positive (FP) rate.
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1 Introduction

CAN-Bus (Controller Area Network Bus) [1, 2] is a kind of field bus and the most
widely used vehicle bus network technology. Now, the vehicle is equipped with a large
number of electronic equipment, in addition to the basic electronic control, media
systems, as well as intelligent advanced auxiliary driving system, even that mobile
phones and other intelligent devices connect to the infotainment system, these systems
and devices will be from the car CAN-Bus to obtain data [3]. With the rapid progress of
the automotive industry and the Internet, in the near future, Internet technology will be
applied to every car and the electronic devices, intelligent information systems are
likely to become hackers inbound vehicle network system approach [4]. Vehicle
information security [5] is not only related to data confidentiality authenticity and
integrity, but also related to traffic safety, which is directly related to human life and

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
Y. Chen and T. Q. Duong (Eds.): INISCOM 2017, LNICST 221, pp. 285–294, 2018.
https://doi.org/10.1007/978-3-319-74176-5_25



property safety. Therefore, the well-designed security system is a very significant and
urgent to every modern car especially the IoV (Intelligent Connected Vehicle).

In the field of information security protection, there are passive security measures
and active security measures. Passive security includes data encryption [6, 7], security
authentication [8], firewall [9] and others. Active security is mainly based on Intrusion
Detection System (IDS) [10] which is the essence of greatly much data, behavior
analysis and detection in network, so as to find abnormal network behavior process.
There are much data which contains ECUs’ conditions, latencies, and behaviors in
CAN-Bus, IDS is very suitable for a real-time security protection of CAN-Bus.

Vehicle information security is closely relate to the life and property safety of drivers
and passengers. There are several researches to do works on IDS for vehicle CAN-Bus.
Paper [11, 12] proposes a rate-based algorithm to detect the anomaly network behaviors,
but it is too simple for complex CAN-Bus data, and the period selection of the algorithm
is a difficult problem. Paper [13, 14] use entropy based message ID and frequency to be
as the algorithm of IDS, but it can not detect the contents of the CAN-Bus message
which is full of control commands, sensor information and other vehicle system key
information. Paper [15] proposes a protocol-level security specifications for IDS in
CAN-Bus, but the CAN-Bus protocol is the top secret of automobile enterprise and is
almost impossible to get the protocol from every automobile enterprise of the industry.
Therefore, the protocol-level is not versatility and unpractical.

In this paper, we propose an IDS based on a machine learning algorithm—Gradient
Boosting Decision Tree (GBDT) [16] for CAN-Bus. GBDT is suitable for data detection
which has great volume and few features. In feature engineering, we create a new
entropy-based feature based on characteristics of CAN-Bus data to reflect the stability of
the entire data, and that could be more robust. We get a very high True Positive (TP) rate
and a quite low False Positive (FP) rate [17] in detection performance with a short time,
and that means it has a great performance for detection and efficiency.

In this paper, we proposed the IDS based on GBDT for CAN-Bus in Sect. 2;
detection performance based on real car CAN-Bus data and analysis is in Sect. 3;
conclusion and outlook are in Sect. 4.

2 Gradient Boosting Decision Tree (GBDT) Algorithm
in Intrusion Detection System (IDS) for CAN-Bus

Intrusion detection method is to design the network behavior classifier to distinguish
the data set, simulation or network of normal and abnormal data, in order to achieve the
alarm function of attract behaviors in CAN-Bus data. Machine learning can learn the
existing intrusion or normal mode, the characteristics of the network packet probability
deduction or fuzzy matching, so that unknown intrusion, in order to improve the
intrusion detection of adaptive.

2.1 Regression Decision Tree (DT)

Decision tree [18] is a supervised learning model, which expresses the logical rela-
tionship between attributes and results in a tree diagram, mainly used to solve the
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problem of classification and regression. In this paper, we use regression decision tree
to be as the base algorithm.

In a given dataset D ¼ fðx1; y1Þ; ðx2; y2Þ; . . .; ðxn; ynÞg, we assume that the input
space is divided into M regions R1;R2; . . .RJ , each unit has a fixed output value cm, and
the regression decision tree model is:

y ¼ f ðxÞ ¼
XJ
j¼1

cjIðx 2 RjÞ ð1Þ

The prediction error of the training data set is:X
xi2Rj

ðy� f ðxiÞÞ2 ð2Þ

Here Rm is the region, if xi is belong to Rm, the value is cm, IðÞ is an indicator
function that returns 1 when the formula inside parentheses is right, otherwise it returns
0. i and j are count constants.

2.2 Boosting Decision Tree

The boosting algorithm [19] is a method of integrating several classifiers into a clas-
sifier, it can be expressed as:

f ðXÞ ¼ w0 þ
XJ
j¼1

wjUjðXÞ ð3Þ

Here w is weight, U is the set of weak classifier (regression classification), in fact, is
an additive model (the linear combination of primary functions). j is count constant.

The boosting decision tree is an iterative multiple regression tree to make a com-
mon decision. When the squared error loss function is used, each tree of regression tree
learns the conclusion and residuals of all previous trees and fits to get a current residual
regression tree. The meaning of residuals is as follows:

r ¼ y� f ð4Þ

Here r is residual, y is true value and f is prediction value.
Thus, given the current model fm�1ðxÞ, it is only necessary to simply fit the

residuals of the current model. Now boosting algorithm for decision tree is described as
follows:

Boosting Decision Tree Algorithm:

Input: the regression decision tree f ðxÞ.
Output: boosting decision tree fMðxÞ.
Step1 initialize the decision model f0ðxÞ ¼ 0;
Step2 for m : 1 to M do begin
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Step3 calculate the residuals:

rim ¼ yy � fm�1ðxiÞ; i ¼ 1; 2; . . .Nð1Þ;

Step4 fit rmi to get a regression decision tree Tðx;£mÞ;
Step5 update boosting decision tree:

fmðxÞ ¼ fm�1ðxÞþ Tðx;£mÞ ð5Þ

Step6 get boosting decision tree:

fMðxÞ ¼
XM
m¼1

Tðx;£mÞ ð6Þ

Step7 end;

Here rim is the residuals of m.th regression decision tree. Tðx;£mÞ is a regression
decision tree about rmi. i and m are count constants.

2.3 Gradient Boosting Decision Tree (GBDT)

The boosting decision tree uses the additive model and the forward stepwise algorithm
to realize the optimization process of learning. When the loss function is a square loss
or an exponential loss, the optimization of each step is very simple, such as the square
loss function in residual regression tree (Table 1).

But for the general loss function, often each step is not so easy to optimize, as in the
table above the absolute value loss function and Huber loss function. In response to this
problem, Freidman [16] proposed a gradient boosting algorithm: using the declining
method of the steepest descent, that is, using the negative gradient of the loss function
of the current model as an approximation of the residuals of the lifting tree algorithm in
the regression problem, fitting a regression tree (Table 1).

Table 1. Gradients for commonly used loss funictions.

Setting Loss function Gradient

Regression 1
2 ½yi � f ðxiÞ�2 yi � f ðxiÞ

Regression jyi � f ðxiÞj sign½yi � f ðxiÞ�
Regression Huber yi � f ðxiÞ for jyi � f ðxiÞj � dm

dmsign½yi � f ðxiÞ� for jyi � f ðxiÞj[ dm
where dm ¼ ath� quantile yi � f ðxiÞj jf g

Classification Deviance kth component: Iðyi ¼ 1kÞ � pkðxiÞ
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The GBDT algorithm as follow:

Gradient Boosting Decision Tree Algorithm:

Input: the model f ðxÞ.
Output: GBDT f̂ ðxÞ.
Step1 initialize f0ðxÞ

f0ðxÞ ¼ argmin
y

XN
i¼1

Lðyi; cÞ ð7Þ

Step2 for m : 1 to M:

(a) for i ¼ 1; 2; . . .;N compute

rim ¼ �½@Lðyi; f ðxiÞÞ
@f ðxiÞ �f¼fm�1

ð8Þ

(b) fit a regression tree to the targets rim giving terminal regions Rjm, j ¼ 1; 2; . . .Jm;
(c) for j ¼ 1; 2; . . .Jm compute

cjm ¼ argmin
c

X
xi2Rjm

Lðyi; fm�1ðxiÞþ cÞ ð9Þ

(d) update fmðxÞ

fmðxÞ ¼ fm�1ðxÞþ
XJm

j¼1
cjmIðx 2 RjmÞ ð10Þ

Step3 output f̂ ðxÞ ¼ fMðxÞ;
Step4 end;

Here rim is the residuals of m.th regression decision tree. LðÞ is loss function, Rjm is
the region m of tree j and cjm is the value of Rjm. i, m and j are count constants.

GBDT is one of the most popular machine learning algorithms that can handle
various types of data flexibly and efficiently, and is suitable for almost any classifi-
cation and regression problem. We use GBDT as the classification for IDS for its great
efficiency, robustness and characteristics of CAN-Bus data in this paper.

2.4 Feature Engineering for CAN-Bus Data

There is a significant characteristic in CAN-Bus data and few features (about 8) in data.
Obviously, too few features can not show the complexity of the data, will affect the IDS
detection performance [20]. In this paper, we artificially construct an entropy-based
[21] feature based on the ID and time of the data, it reflects the stability of the entire
CAN-Bus data and conducive to the detection of abnormal behavior.
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We let the random variable X, the all possible results of X are: x1; x2; . . .xn, the
probability of each result is p1; p2; . . .pn, the entropy is:

HðXÞ ¼ �
Xn
i¼1

pi logbpi

0�HðXÞ� log jXj
ð11Þ

In this paper, ID and time of CAN-Bus data reflects the whore stability, and we
select period Ti ¼ 0:5s, i ¼ 1; 2. . .; n for the entropy-based algorithm:

HTiðcan ID jÞ ¼ pj lnðpjÞ
,XN

j¼1

pj lnðpjÞ ð12Þ

Here N is the number of different ID in period Ti, pi is proportion of one CAN_ID
in all CAN-IDs in period Ti. t is a constant.

Since we get the new feature HTiðcan IDÞ in feature construction for CAN-Bus
data and it will get better performance for IDS.

2.5 The Processes of the Novel IDS Based on GBDT for CAN-Bus

The core of IDS is the classification, and we use GBDT algorithm to classify the
CAN-Bus data. The classification contains different tress for every ID and the general
processes as follows (Fig. 1):

We divide the IDS into two processes: in the train process, we construct new
entropy-based feature and give every message a label for distinguishing between the
normal and the abnormal, and get the known CAN-Bus behavior data and marked data.
And then Preprocesses: discretization, feature extraction. Finally, we use the train set
for GBDT training; in the test process, the Test Set includes unmarked CAN-Bus
behavior data, and then discretization, and finally we use GBDT classifier to get
behavior classification results. The processes of the IDS for CAN-Bus as follows
(Fig. 2):

Fig. 1. The process of general GBDT classifier has many decision trees based on can_ID and we
use dataset to be an input and we get the classification results.
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3 Detection Performance and Analysis

3.1 Dataset for Detection

In this paper, the dataset of detection is from a real domestic car—Alsvin CHANA. It
contains 750,000 messages and the CAN-Bus speed is 250 kbits/s. When we collected
data, the car was in a low speed and normal conditions for driving safety. Because the
data is from real car and it may involve information security privacy and related legal
issues, we make mosaics on some sensitive information in as follows (Fig. 3):

3.2 Feature Construction and Abnormal Samples

From Sect. 3.1, we find that every message has 8 main features (B1, B2, …, B8) and
we artificially construct 2 new features: B0 and B9. B0 is to show that whether the
message is normal or abnormal. B9 is an entropy-based feature which we describe in
Sect. 2.4.

As we collect data when the real car is in a normal condition, we assume that the
messages are all normal and the value of B0 should be 1. Usually, hacker will modify
some features’ value for tentative attacks, so we change the features’ value randomly in
the range of 0–255 to get abnormal messages and the value of B0 is 0 (Fig. 4).

We select 562,500 messages as the train set and number the ratio of normal
messages and abnormal is 1:1, it means that there are 281,250 normal messages and

Fig. 2. The whole process: Train Process and Test process, the feature construction is in both
train and test process, and data label is only in train process for marking data.

Fig. 3. The fig shows that there are 8 main features, ID, Abs Time and etc.
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281.250 abnormal messages. In test set, we select 187,500 messages and the ratio of
normal message and abnormal ones is 1:1, is similar to train set. So there are 93,750
normal messages and 93,750 abnormal ones.

3.3 Performance Analysis

In detection performance, the experimental platform environment is: Operation System:
Windows 7 ultimate, CPU 3.00 GHz, RAM 8 GB, Hard Disk 500G; Programming
tools: Spyder (Python 2.7), Dataset: Real vehicle CAN-Bus data (75% Train Set and
25% Test Set), the detection performance results as follows:

FP and TP are base index of an IDS and we could find that all FPs in Fig. 5 are
higher than 95%. In fact, we use the weighted average to calculate the FP value and the
accurate value of TP is 97.67% and the FP is 1.20%, that means the IDS based on
GBDT has a great performance and could protect information security of CAN-Bus.

4 Conclusion and Outlook

For the information security of CAN-Bus and traffic safety, we use IDS based on
GBDT for CAN-Bus. With the popularity of intelligence connected vehicle, more and
more devices and systems will connect CAN-Bus and get data from it. It is very
reasonable to develop effective IDS to detect the attacks of hacker to ensure the

Fig. 4. 2 new features in data and are shown in red boxes (Color figure online)

Fig. 5. The True Positive TP (TP) and False Positive (FP) of GBDT in IDS detection
performance for CAN-Bus. We could find that the TPs are almost higher than 95% and FPs are
lower than 1.5%.
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security. In this paper, the IDS we propose could detect the abnormal behaviors in
massive CAN-Bus data and has a high True Positive and quite low False Positive in
detection performance, that means the IDS based on GBDT has a great performance
and could protect information security of CAN-Bus, even the life and property of
drivers and pedestrians.

In this IDS, we have a lot of improvement in the performance of classification, in
the future work, how to find more new useful and artificial features, and improve
relationship of features between features, and other machine learning algorithm, which
can further enhance the classifier’s ability in detection performance for complex
Internet of Vehicle (IoV).
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