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Abstract. Modern cloud computing systems are prone to disasters. And
the true cost due to service outages is reportedly huge. Some of pre-
vious works presented the use of hierarchical models: fault tree (FT),
reliability block diagram (RBD) along with state-space models: con-
tinuous time Markov chain (CTMC) or stochastic petri nets (SPN) to
assess the reliability/availability of cloud systems, but with much sim-
plification. In this paper, we attempt to propose a combinatorial mono-
lithic model using reliability graph (RG) for a real-world cloud system
called general purpose integrated cloud system (GENESIS). The system
is designed in active-active high availability configuration with two geo-
graphically distributed cloud sites for the sake of disaster tolerance (DT).
We then present the model-based comprehensive analysis of system reli-
ability/availability and their sensitivity. The results pinpoint different
findings in which the architecture of active-active and geographically
dispersed sites with appropriate interconnections of the cloud apparently
enhance the system reliability/availability and assure disaster tolerance
for the cloud.
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1 Introduction

Disaster tolerance for cloud computing system is of paramount importance for
business continuity in many of internet enterprises nowadays. The physical com-
puting system may suffer different failures leading a long period of outage
because of component malfunction, man-made faults or even in more severe
manner, system cascading failures and natural-cause disasters [1]. According to
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a research report [2], a data center suffers in average a rising of downtime cost
to $740,357 from $500,000 (increased 38%). In addition, within the clusters of
1800 servers used as the building block of Google’s IT infrastructure, about
1000 failures of individual machines happen in the first year of each cluster;
also thousands of hard drives fails and it takes almost $300 to repair each of
these failures [3]. In a statistics in 2013 of 13 major cloud providers [4], the
cloud service of these enterprises suffered 7.5 h outage per year in the period
2007–2012 with a huge amount of downtime cost at about 70 millions USDs
estimated under hourly costs accepted in industry. Individually, Amazon as one
of the largest cloud providers suffered 49 min downtime for its electronic com-
merce online shopping website (at https://www.amazon.com/) on Jan. 31, 2013
and the cost amounted more than $4 million in lost sales [5]. Recently, Facebook,
a completely online-service company, has annouced its revenue of first-quarter
2017 at about $8,032 millions [6], which roughly implies that for every hour
of online-service outage, the Facebook is incurred almost $3 millions in sales.
Thus, understanding the true cost of cloud outages is crucial for online-service
enterprises. In this concern, designing cloud system for continuous and disaster
tolerance (DT) is one of critical business strategies to reform their information
infrastructure. Comprehending the reliability/availability of a cloud system is
thus, essential for internet enterprises to either not overestimate/underestimate
the cost of service downtimes and to determine correctly the amount of invest-
ment to be made in cloud services in order to create effective Service Level
Agreement (SLA) with cloud providers. The ICT enterprises are demanding to
perform comprehensive studies on modeling and evaluation of different scales
and architectures of cloud systems.

Since 2012, a general purpose integrated cloud system (GENESIS) has
been developed in a cooperative project between Konkuk University, Seoul,
South Korea and Busan University, Busan, South Korea. The aim of GENE-
SIS cloud is to build up a distributed/parallel platform for streaming big data
processing for logistics and transportation applications. For the sake of constant
big-data processing, the cloud system architecture needs DT to eliminate various
types of severe failures (including man-made, system-originated or natural ones)
and thus to enhance the system’s reliability/availability. The cloud is architected
based on active-active high availability (HA) configuration [7] associated with
disaster tolerant design, in which the cloud architecture comprises of two geo-
graphically dispersed and identical sites. The cloud is furthermore, designed to
be capable of provisioning and scheduling the cloud resources in response to the
amount of users’ requests coming over time. In this paper, we take GENESIS as
a typical active-active cloud system for DT in modeling and analysis to evaluate
the system’s reliability/availability.

Many of previous work demonstrated the evaluation of system reliabil-
ity/availability using stochastic models. A variety of previous works [8–12] typ-
ically present comprehensive studies on availability modeling and analysis of
virtualized server systems (as basic computing blocks) in cloud/data centers
with detailed incorporation of failure modes and different recovery strategies.

https://www.amazon.com/
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Trivedi et al. [13] shows various availability assessment using stochastic mod-
els of real-world systems such as from Cisco, Sun Microsystem. Most of the
above-mentioned works demonstrate the use of state-space models like contin-
uous time Markov chain (CTMC) or stochastic reward net (SRN) to capture
detailed system behaviors and operational processes. Some other works attempt
to compose hierarchical models using combinatorial models and state-space mod-
els to resolve the state-space explosion problem in modeling of complex systems.
Smith et al. [14] presented a thorough study using hierarchical modeling of fault
tree (FT) and CTMC for reliability evaluation of blade server systems in data
centers. Maciel et al. in [15–19] proposed various hierarchical models using reli-
ability block diagram (RBD) and CTMC or stochastic petri net (SPN) for the
evaluation of different measures of interest including reliability, availability, sur-
vivability and performability of simplified cloud computing systems. Nguyen
et al. [20] used reliability graph (RG) and SRN to model and evaluate the avail-
ability of a typical software defined network (SDN). Preliminary solutions and
architecture designs to achieve HA and DT were presented and discussed in a
number of works [1,7,21–25]. But very few previous works attempted to model
cloud system for DT. Nguyen et al. [1] proposed a monolithic SRN for a com-
prehensive availability assessment of data center for DT. Silva et al. [26,27] also
used SRN to evaluate the dependability and performability of IaaS designed for
disaster tolerant cloud systems. Andrade et al. [28] recently presented a detailed
modeling of a disaster-recovery-as-a-service solution using the combination of
RBD and SRN models. We find a demanding and stimulating fact to conduct
a comprehensive study to model a real-world cloud system for DT using RG.
The RG is much capable of capturing the overall architecture and networking
inside a complex cloud system. Therefore, in this work we attemp to propose
a monolithic RG model for the thorough reliability/availability assessment of a
real-world disaster tolerant cloud system.

The main contributions of this paper are summarized as follows:

– Propose a stochastic model for the reliability/availability evaluation of a typ-
ical cloud system in practice using RG

– Assess thoroughly the active-active cloud for DT with regards to important
measures of interest including reliability, Steady State Availability (SSA) and
sensitivity of SSA

– Elaborate several findings to help guide the design and development of dis-
aster tolerant cloud systems in practice

The rest of this paper is organized as follows. Section 1 presents a prelimi-
nary introduction of cloud-based system for DT. Section 2 introduces a typical
architecture of the GENESIS cloud system in consideration. Section 3 presents
the modeling of the system. Section 4 presents the numerical results and system
assessment. We discuss limitations and feasible directions for the extension of
this work in Sect. 5. Section 6 concludes this paper.
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2 A Disaster Tolerant Active-Active Cloud System

Figure 1 presents the overall architecture design of the disaster tolerant active-
active GENESIS cloud system. The physical system consists of two identical
computing sites which are both connected to distant customers. In order to per-
form DT for the system, the two sides are geographically distributed in distant
areas which are far enough to avoid any type of disasters on both sides simulta-
neously. In addition to fault/disaster tolerance of the both sites, the system is
designed in active-active HA configuration in which both sites operate and serve
customers independently in order to proactively respond to the varying load
of the changing number of users connected to the cloud, and also to probably
enhance the system’s availability/reliability for cloud users.

The architecture design and operations of both sites are identical. The cloud
system in a site consists of four composite divisions including (i) cloud secu-
rity, (ii) cloud management system, (iii) cloud computing system, and (iv) cloud
storage system. When customers access to GENESIS cloud, the requests are
delivered to a cloud gateway. A traffic monitor (server) is attached to the gate-
way to examine and control the user traffics coming into the cloud. The user
requests could be directed to the remaining cloud site through the backbone
network if the current cloud site undergoes a downtime period or the cloud site
does not respond properly to the user requests. After passing the security exam-
ination through the firewall, the user requests come to the cloud frontend server.
At this time, the user requests have passed the cloud security part and thus the
customers can interact with the cloud. The customers now can define their own
configuration of the computing system in demand through the cloud management
system. Based on the cloud configurations and the number of requests coming to
the cloud frontend server, a virtual cloud (VC) manager communicates with the
servers of VC provisioning system and VC scheduling system in order to provi-
sion/schedule Virtual Machine (VM)s running on a provisioned physical server
system. All the requests then are delivered to a cloud management system. This
server manages the cloud computing system which comprises of GENESIS cloud
system (a cluster of physical computing nodes) and GENESIS cloud database
system (a cluster of database nodes). This farm of cloud servers connect to the
cloud management server via a central switch with very HA. A load balancer is
attached to the cloud farm in order to balance the processing load among the
servers. Every computing nodes and database nodes are also interconnected to
each other via the central switch in order to process computing jobs with high
performance. The system is designed so that an application either for comput-
ing or To assure and enhance HA for the GENESIS cloud system, an automated
cloud computing node creator is provided to create new computing node (physi-
cal server) and install all pre-defined software and environment as initial. There
is also an automated cloud storage creator with the same purposes attached to
the GENESIS cloud database system. With these automatic creators, we expect
to enhance the cloud system’s availability and readiness. At the border of the
cloud system architecture, the cloud storage system is designed for HA consist-
ing of a storage area network (SAN) and a storage system. For the sake of DT
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for physical cloud system, two specific networking connections between the two
sites are established, one connects the two cloud computing systems via the two
central switches and the other connects the two storage systems via the two
SANs. The two connections use different technologies, (i) overlay transport vir-
tualization (OTV) [29] for business resiliency to deploy multiple geographically
disparate cloud systems; and (ii) switched virtual circuit (SVC) for temporary
data transmission between the two storage systems to get the data most updated
and synchronized. We will use the above-described cloud system architecture for
the modeling and analysis using RG model. For the ease of stochastic mod-
eling in this paper, we assume to limit the number of computing servers and
database servers in the cloud computing system at a small number. The detailed
description of the system components is summarized in Table 1. In the following
sections, we present the overall model of the whole cloud system.
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Fig. 1. A disaster tolerant active-active cloud system
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3 Reliability Graph Models

Figure 2 illustrates the RG model of the overall two-sites disaster tolerant active-
active GENESIS cloud system. The RG model basically consists of two types
of elements which are nodes and edges connecting the two different nodes. A
node can have a certain number of input/output edges but only two special
nodes are different which are sink node (S) with no input edges and destination
node (D) with no output edges. An edge in the RG model represents for a
certain component of the system. A failure/recovery of a certain component in
the system corresponds to the breakage/continuity of the respective edge in the
RG model. The information of the system component such as mean time to
failure (MTTF) and mean time to repair (MTTR) thus, can be attached to the
edges in order to compute the measures of interest like reliability/availability.
The whole cloud system is considered reliable/available if the user requests can
be dilivered from the customers to the cloud computing division which in turn
frequently accesses the storage systems. In term of modeling, the there exists at
least one uninterrepted path connecting the sink node and the destination node
throughout the edges and normal nodes.

The RG model is constructed strictly based on the overall system architec-
ture. Thus, as shown in Fig. 2, the model also comprises of two branches from
sink node to destination node. The connections between the sink node (S) and
the nodes (1) and (2) as well as the connection between the destination nodes
(D) and the nodes (19) and (48) represent for the connections of users to the two
sites which are supposed to be always available. The notation on each edge in
RG (summarized in Table 1) depicts the corresponding component of the system
residing either in site 1 or site 2. In the cloud system, we assume that there
are ncS number of cloud servers hosting nApp number of cloud applications in
overall. Also correspondingly, there are nDB number of database applications
running on respective ncDB cloud database servers. We assume that a certain
app can run with multiple instances on different servers. Thus there is no depen-
dences between the edges in the RG models. It is noted to consider the notations
in the RG model. The edges with their notations as follows, cSij , Appik, DBig

and cDBil (where, i = 1, 2; j = 1, ncS ; k = 1, nApp; g = 1, nDB and l = 1, ncDB)
respectively represent for the cloud server j, cloud application k, database appli-
cation g and cloud database server l in the corresponding cloud site i. As shown
in the RG model, the model is symmetrical because the two cloud sites are iden-
tical. Thus the upper part of the RG model represents for the modeling of the
cloud site 1 and the lower part of the RG model is for the cloud site 2.

4 Numerical Results

In this section, we present the evaluation results of the cloud system. The RG
model in Fig. 2 is implemented and analyzed using Symbolic Hierarchical Auto-
mated Reliability and Performance Evaluator (SHARPE) [30,31] developed by
DUKE University, USA. The default values of input parameters for the model
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Fig. 2. Reliability Graph Model of the cloud system

are given in Table 2. To realize the pros and cons of the proposed cloud archi-
tecture for DT, in this paper, we attempt to evaluate the two cloud systems as
follows:

– Case I : the cloud system has only one cloud site with no other redundant
sites. This system is modeled by either the upper/lower part of the RG model
in Fig. 2.

– Case II : the cloud system comprises of two redundant cloud sites as proposed
in Fig. 1. This system is modeled exactly by the overall RG model in Fig. 2.

Our measures of interest are:

– Reliability of the two cases over time, as shown in Fig. 3
– SSA of the two cases under default values of input parameters, as shown in

Table 3
– Sensitivity of SSA with respect to major impacting parameters including λcS

and λcDB, as shown in Fig. 4a; and λBN , λOTV and λSV C , as shown in Fig. 4b.

Relaibility Analysis: Fig. 3 depicts the reliability analysis results of the cloud
system in two cases (i) 1 site and (ii) 2 sites. The gap between the two graphs
clearly shows that the system with two redundant sites is much higher reliable
over time in comparision with the cloud with only one site. Particularly, the
reliability of the system with one site exposes a much faster decaying rate in
accordance with the high slope of the respective reliability graph (which is not
desired in reliability engineering).

Steady State Analaysis: Under the default parameters, we perform SSA analysis
for the cloud systems in the two cases as shown in Table 3. Apparently, the cloud
with two sites gains much higher availability (four nines after decimal point)
than the one with only one site does (only two nines after decimal point). As we
compute downtime minutes for the cloud systems, the two-sites cloud undergoes
only about 38 min in a year whereas the another one suffers from 5129 min of
outage per year.

Sensitivity analysis of SSA: Fig. 4a shows the variation of the cloud’s SSA with
respect to major impacting factors in consideration. Figure 4a illustrates the
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Table 1. Description of system components and abbreviation in RG system model

Abbreviation Name Description

G1, G2 Gateway (switch) A configured switch specifically receives

requests from outer customers

TM1, TM2 Traffic monitor A server is in charge of monitoring and

controlling the amount of traffics flowing into

the cloud

BN Backbone network A specific network connection between the two

sites of the cloud system in order to abstract the

physical cloud system with respect to the users

F1, F2 Firewall A firewall mechanism to examine the coming

user requests for security

CL1, CL2 Cloud frontend A server runs a GUI for user interactions in

demanding desired cloud configuration

VCM1, VCM2 Virtual cluster management system A server runs a cloud management software to

configure and request for cluster formation of

physical servers

VCS1, VCS2 Virtual cluster scheduling system A server runs a software to schedule the

realistic cluster of servers based on statistic

prediction to match with the users’ varying load

VCP1, VCP2 Virtual cluster provisioning system A server runs a prediction software to provision

physical server farm to fit with the varying

coming requests of customers at a time based on

statistic user data

CMS1, CMS2 Cloud management system A server runs a management software to control

and monitor the whole cloud computing system

and cloud database system

SW1, SW2 Switch Cloud central switches connect the two

divisions: cloud management system with cloud

computing system and also to interconnect the

cloud server farm and the cloud database servers

LB1, LB2 Load balancer A server to balance the processing loads among

the computing nodes

OTV Overlay transport virtualization A network connection with OTV technology for

DT between the two cloud physical

infrastructure

cS Cloud physical server A server in the cloud farm in charge of

processing the user requests

App Cloud application A requested application running on a cloud

server

DB Database application A corresponding database application running

along with a certain cloud application

cDB Cloud database server A server in the cloud database farm in charge of

hosting database applications

SAN1, SAN2 Storage area network A high-speed network for block-level access to

storage system

SVC Switched virtual circuit A network connection between the two networks

of SANs for data synchronization of storage

systems between the two sites

Storage1, storage2 Storage system A redundant storage system with HA

configurations

dependence of the SSA on the MTTFs of cloud servers and cloud database
servers (λcS and λcDB). As shown in the figure, the two-sites cloud gains clearly
higher SSA over time than the one-site cloud does. The distant differences of the
graphs are particularly huge in the early range of small values and reduce quickly
as the values of the parameters increase. This implies that even for the farm of
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normal physical servers with low values of MTTF (which may suffer downtime
periods more frequently), the architecture of two-sites cloud apparently boosts
the system availability compared to the one of one-site cloud. Figure 4b depicts
the SSA variation on the MTTFs of the network connection BN, OTV and
SVC (λBN , λOTV and λSV C). We observed that, as long as any of the network
connection for DT stay available (MTTFs increase), the overall availability of
the two-sites cloud is accordingly enhanced. Furthermore, the OTV connection
which inter-connects the two central switches of the cloud computing server farm
and cloud database server farm is more sensitive than the remaining connections
in which a small change of its MTTF (especially in the early period) can cause
an apparent variation of the SSA. In comparison, a failure of the BN connection
does not pull down the SSA as much as a failure of SVC or OTV connection does.
Thus, we realize that the failure of OTV connection causes the most severe con-
sequence to the system’s availability. When we compare the two figures Fig. 4a
and b, we find that even though the effects of the MTTFs on the system’s SSA
are similar, but the values of the SSA are much different. In particular, a small
change of MTTFs of cloud server and cloud database servers (λcS and λcDB)
leads to a big difference of the SSA. Whereas an increase or decrease of the
MTTFs of the network connection BN, OTV or SVC causes a small change in
value of the SSA, in comparison with the previously-mentioned case.
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Table 2. Default input parameters

Notation Description Value

1/λApp Mean time to failure of an application on a server 5 days

1/λBN Mean time to failure of backbone network 3months

1/λCL Mean time to failure of a cloud frontend server 1.5months

1/λCMS Mean time to failure of a server of cloud management system 3weeks

1/λDB Mean time to failure of a database software 3 days

1/λF Mean time to failure of a firewall component 3months

1/λG Mean time to failure of a gateway component 8months

1/λLB Mean time to failure of a load-balancer 2weeks

1/λOTV Mean time to failure of overlay transport virtualization (OTV)

connection

5months

1/λSAN Mean time to failure of a SAN 9months

1/λSW Mean time to failure of a switch 1 year

1/λStorage Mean time to failure of a storage system 6months

1/λSV C Mean time to failure of switched virtual circuit (SVC)

connection

4months

1/λTM Mean time to failure of a traffic monitor server 2weeks

1/λV CM Mean time to failure of a virtual cluster manager server 2months

1/λV CP Mean time to failure of a virtual cluster provisioning server 3weeks

1/λV CS Mean time to failure of a virtual cluster scheduling server 3weeks

1/λcDB Mean time to failure of a cloud database server 2months

1/λcS Mean time to failure of a cloud server 2months

1/λDB Mean time to recovery of an application on a server 10min

1/μBN Mean time to recovery of backbone network 5 h

1/μCL Mean time to recovery of a cloud frontend server 2 h

1/μCMS Mean time to recovery of a server of cloud management system 3h

1/μDB Mean time to recovery of a database software 30min

1/μF Mean time to recovery of a firewall system 2h

1/μG Mean time to recovery of a gateway component 2 h

1/μLB Mean time to recovery of a load-balancer 8 h

1/μOTV Mean time to recovery of overlay transport virtualization

(OTV) connection

7 h

1/μSAN Mean time to recovery of a SAN 5h

1/μSW Mean time to recovery of a switch 8 h

1/μStorage Mean time to recovery of a storage system 3h

1/μSV C Mean time to recovery of switched virtual circuit (SVC)

connection

3 h

1/μTM Mean time to recovery of a traffic monitor server 1 h

1/μV CM Mean time to recovery of a virtual cluster manager server 8 h

1/μV CP Mean time to recovery of a virtual cluster provisioning server 6 h

1/μV CS Mean time to recovery of a virtual cluster scheduling server 6 h

1/μcDB Mean time to recovery of a cloud database server 8 h

1/μcS Mean time to recovery of a cloud server 8 h

ncS , nApp, nDB , ncDB Respectively, numbers of cloud servers, cloud applications,

cloud database applications and cloud database servers in each

site of the system

3
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Table 3. Steady state analysis

Case Description SSA Downtime (minutes/year)

I Cloud system with 1 site 0.990240932 5129

II Cloud system with 2 sites 0.999927727 38
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Fig. 4. Sensitivity analysis of SSA wrt. some major impacting parameters

5 Limitations and Extentions

We find an open future research avenue for the reliability/availability of disaster
tolerant cloud based systems. The extensions of this work can go in several
directions.
Scalability: This work takes into consideration only a small scale system for
cloud-based DT. The number of physical nodes in server farm is limited for the
sake of modeling and analysis. Nevertheless as the rapid advancement of the real-
world data centers and cloud computing systems, it is required to consider the
system with a large number of servers or even a multiple number of redundant
sites in the cloud system.

Hierarchical modeling: The RG model in this work captures the general architec-
ture and configuration of the cloud system. Nevertheless, we also need to capture
the operational states of every components and processes. This direction usu-
ally encounters with the largeness problem in modeling in which the hierarchical
modeling is an efficient approach for the future extension of this work.

Security: Security for cloud currently is of paramount importance. Although the
cloud architecture in this work takes into account security elements in design, but
the modeling and analysis for security along with availability/reliability needs
an appropriate extension.
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6 Conclusion

This paper presented a reliability/availability modeling and analysis of an active-
active cloud system for DT. The typical cloud physical system consists of two
sites which are geographically dispered and interconnected for the sake of DT.
The modeling using RG is the main approach to capture the overall system archi-
tecture. We carried out a comprehensive evaluation of system reliability, SSA and
the sensitivity of SSA with respect to MTTFs of physical servers and intercon-
necting network connections between the two cloud sites. The results showed
that the proposed architecture of active-active two-sites cloud can assure DT
and enhance overall reliability/availability. Furthermore, the analysis also fig-
ured out the importances of network connection between the two sites. This
work is also planned to extend in different manners including scalability of the
system, hierarchical modeling for the whole physical system and security mod-
eling and analysis for the cloud in future work.
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