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Abstract. Privacy Preserving Data Mining (PPDM) protects the disclosure of
sensitive quasi-identifiers of dataset during mining by perturbing the data. This
perturbed dataset is then used by trusted Third Party for effective derivation of
association rules. Many PPDM algorithms destroy the original data to generate
the mining results. It is essential that the perturbed data preserves the statistical
inference of the sensitive attributes and minimize the information loss. Existing
techniques based on Additive, Multiplicative and Geometric Transformations
have minimal information loss, but suffer from reconstruction vulnerabilities. We
propose Histogram Modification based method, viz. HiMod-Pert, for preserving
the sensitive numeric attributes of perturbed dataset. Our method uses the differ‐
ence in neighboring values to determine the perturbation factor. Experiments are
performed to implement and test the applicability of the proposed technique.
Evaluation using descriptive statistic metrics shows that the information loss is
minimal.
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1 Introduction

Since last couple of decades, information collection over Internet is witnessing an expo‐
nential growth. More users have started providing their personal information in different
Internet based activities like purchases/sales, auctions, entertainment, gaming, online
surveys, to name a few. A person can now be easily and accurately linked based on his/
her Internet activities, leading to a serious pose of privacy intrusion to the individuals.
This vast pool of data has necessitated the need for efficient data mining protocols. Data
mining which was limited and confined to narrower domain of Enterprises and Appli‐
cations now encompasses Big Data and Cloud Computing.

Data collection has increased many-folds for research, trend analysis and more often
collaborative mining results. It is vital that the information provided by the users should
not breach their privacy. This concern has caught attention of researchers and is widely
studied for improvements even today. PPDM algorithms tackle this issue by optimizing
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privacy and minimizing information loss. This segment of Data Mining guard individ‐
ual’s privacy in Data Mining applications while providing accurate results for mining.
An efficient PPDM algorithm must maximize privacy and minimize information loss.
Also, it is desirable that the computational cost of generating perturbed data should be
minimal and feasible. This requirement augments need of techniques that can be easily
implemented by the contributing party. PPDM methods must protect the privacy of data
and prevent adversaries to derive correlation between the distributed data. Our study
focuses on developing a robust method which will be implemented by contributing party
before releasing the data to Third Party. The proposed method will preserve the privacy
of sensitive attributes and minimize the information loss.

1.1 Our Contributions

We make following contributions with this research:

1. We propose a Histogram Modification based method for perturbing numeric attrib‐
utes for achieving privacy.

2. The resultant perturbed data obtained from proposed method is evaluated for effi‐
ciency in mining using statistical metrics. Also, a comparison of the proposed tech‐
nique with basic perturbation techniques is conferred to show the effectiveness of
our HiMod-Pert method.

1.2 Organization of the Paper

The rest of the paper is organized as follows:

• Section 2 insights the literature survey;
• Section 3 details the proposed HiMod-Pert method;
• In Sect. 4, we present the experimental results and present a comparison with

contemporary perturbation techniques using descriptive statistical metrics;
• Finally, in Sect. 5, we provide conclusions and propose a road map for future work.

2 Literature Survey

Perturbation methods discussed by authors Domingo-Ferrer et al. [20] and Herranz et al.
[21] are widely used in PPDM because the computational cost is lower than Crypto‐
graphic and Secure Multiparty Computations based methods. The former also has an
edge over, as these methods can be used either by the data owner or by Trusted Third
Party. Statistical Databases (SDBs) worked by authors Adam and Wortmann [1],
Duncan and Mukherjee [2] and Gopal et al. [3] provide summary statistical information
without sacrificing individual’s sensitive identifying attributes. Numerical sensitive
attributes of an application after perturbation must preserve the descriptive statistics for
accurate mining. Perturbation Methods change the original data in a way that the
summary statistics of the perturbed data remains same as that of the original data. For
data mining to be effective, the perturbed data must preserve the relationships amongst
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the contributing attributes. Authors Liu et al. [4] have exemplified the applicability of
perturbation techniques by distorting the original values with known distribution, a
category of probability distribution based perturbation approach. Authors Bai Li and
Sarkar [7] have described a tree-based perturbation method. In this method, the original
dataset values are replaced with fixed set of values. This technique is a type of fixed-
perturbation based technique where values belonging to same group are replaced with
certain defined values.

Perturbation methods Clifton et al. [5] and Kargupta et al. [6] broadly fall into three
basic categories viz. Additive, Multiplicative and Rotation based methods like
Geometric Data Perturbation (GDP). In Additive based method, first introduced by
Agrawal and Srikant [10], randomized noise from known distribution sample like
Gaussian is added to original data. If xi is the original data values, and ε is random noise
from some distribution like Gaussian or Uniform, new perturbed value xi + ε will appear
instead of xi. Many reconstruction approaches worked by authors Agrawal and Aggarwal
[11], Domingo-Ferrer et al. [12] and Kargupta et al. [13] ascertain the vulnerability in
privacy breaches with the use of Additive methods.

Another category of perturbation is Multiplicative based approach in which the
Euclidean Distance is preserved well between the perturbed data and the original dataset.
If xi are the original data values and R is rotation matrix, perturbed values are computed
as R * xi. Independent Component Analysis (ICA) suggested by Liu et al. [15] when
applied to perturbed values generated by multiplicative methods, can approximate orig‐
inal values. Work done by authors Liu et al. [14, 15] and Giannella et al. [16] suggest
that the Multiplicative based methods have high privacy breach probability. Geometric
based perturbations proposed by Chen et al. [17] add a random translation to values
perturbed by Gaussian distribution. Their work enhances the resilience of random
perturbation against three types of inference attacks: Naïve Inference attacks, ICA-based
attacks and Distance-Inference attacks.

Our motive to present this study is to overcome the vulnerability due to randomized
approaches and possible data reconstruction from original data. Researchers have given
special attention to this and have presented novel studies for gaining knowledge from
perturbed data. The recovery approach also is dependent on relative noise. The random‐
ized approach of adding/multiplying Gaussian or Uniform noise to the original data sets
does not ensure quality of data recovery process. In a cloud based environment it is essen‐
tial at times to verify the integrity of the perturbed data. Sang et al. [22] have proposed and
experimented reconstruction based on Undetermined Independent Component Analysis
(UICA) where attacker has full or zero background information about perturbation matrix.
Their studies clearly reveal the vulnerability of perturbation methods based on random and
orthogonal projections. The authors’ prior work Shah and Gulati [24] has revealed that the
Additive and GDP based perturbation preserves the statistical inference of the original
dataset and multiplicative perturbation methods generate records with minimum infor‐
mation loss but does not preserve statistical inference.

The Histogram Modification method suggested by authors Ni et al. [8] and Tai et al.
[9] is a type of Data Hiding mechanism that works on images. It is a branch of Stega‐
nography where sensitive information is embedded into an image, making hiding imper‐
ceptible to humans. The image at receiver’s end can be restored and the secret
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information can be retrieved. The Histogram Modification technique is not suitable when
images have equal Histograms. In Histogram Modification Technique data hiding is
performed based on the difference of adjoining pixel values. To successfully retrieve
the secret message and image, receiver must be passed the various peak points and zero
points.

3 The Proposed Method

Rather than directly perturbing the values based on noise, we propose Histogram Modi‐
fication based method for perturbing values. The proposed method does not add noise
to all sensitive attributes like generic Additive and Multiplicative methods. Our proposed
method uses difference in the adjoining neighbor values of dataset to generate noise
which will then be added to or subtracted from the sensitive values. We have used peak
as a measure of average of the difference of the adjoining data values. This peak value
along with difference between adjoining data value is used to compute the perturbation
factor. This perturbation factor will be different for each value. Unlike randomized
Gaussian noise, this perturbation factor is dependent on the integrity of the dataset

Fig. 1. Algorithm for proposed HiMod-Pert method
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values. The first value of the dataset is not perturbed. In last step, the perturbation factor
is added or subtracted to the original values based on the adjoining values.

Our proposed work does not embed message bit as our aim is to perturb the values
and not hide any data. It can be extended to embed a message bit for increased privacy.
The message bit must be shared between the contributing parties before perturbation.
The integrity will be compromised with actions like deleting a sensitive record, changing
the values, subsequently adding significant information loss to the mining results.
Having briefed up the basic logic of the proposed method, we will now outline the
algorithm of HiMod-Pert method based on Histogram Modification for applicability in
privacy preserving data mining. We have considered that the sensitive attribute is appli‐
cation specific and can be identified using Decision Tree. The algorithm can be itera‐
tively applied to perturb all the sensitive numeric attributes of the dataset. Figure 1 on
subsequent page details our proposed HiMod-Pert algorithm.

4 Experimental Evaluation

4.1 Setting Environment

Experimental setup was done in MATLAB tool. The privacy attributes (columns) of the
test data are determined by using Decision Tree suggested by authors Matatov et al. [25]
and Fung et al. [26]. The Decision Tree sorts the columns by importance which can then
be chosen for perturbation. Selection of four different datasets based on sizes of small,
medium and large were chosen to test the performance of the proposed method. We have
considered two datasets viz. ADULT and BREAST-CANCER–W from UCI Repository
[18]. Both datasets contain large number of records and they exhibit real-world scenario.
We have perturbed the numeric attributes Age and ID of the ADULT and BREAST
CANCER-W dataset respectively. Another dataset HALD is available inbuilt with
MATLAB. We have used INGREDIENTS dataset array from it as it is a Statistical
Database. Lastly, we have also used NBASalaries dataset available from [19]. The
attribute Salary was considered confidential. Table 1 describes the datasets used for our
experimentation purpose and details number of instances and attributes. To provide a
comparative analysis with basic perturbations, we have also simulated functions for
Additive Perturbation, Multiplicative Perturbation and Geometric Data Perturbation in
MATLAB. These methods are used as a baseline for comparison against our HiMod-
Pert method.

Table 1. Datasets

Dataset Number of instances Number of attributes
ADULT 32561 15
BREAST-CANCER Wisconsin 699 10
INGREDIENTS 13 4
NBASalaries 407 6
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4.2 Experimental Results

We have implemented the HiMod-Pert method in MATLAB. To show the performance
of the proposed method, descriptive statistical measures like Mean, Standard Deviation,
Mean Square Error, Root of Mean Square, Mean Absolute Error and Euclidean Distance
are taken into consideration. For effective comparison, Table 2 consolidates the results
generated on original Dataset, Additive, Multiplicative, GDP and our proposed HiMod-
Pert method for various statistical metrics.

Table 2. Results of descriptive statistical measures on original and perturbed dataset generated
by Additive, Multiplicative, GDP and HiMod-Pert method

Perturbation
Techniques

Mean Standard
Deviation

Mean Square
Error

Root of Mean
Square

Mean
Absolute
Error

Euclidean
Distance

ADULT DATASET
Original DS 38.58 13.64 – – 38.5816 –
Additive 38.59 13.67 0.98 41.00 38.60 178.87
Multiplicative 0.26 41.03 3.35e+03 41.16 31.00 1.04e+04
GDP 39.30 13.64 1.75 42.17 39.90 238.54
HiMod-Pert 38.5449 13.3428 0.3634 40.7889 38.5449 108.7724
BREAST CANCER-W DATASET
Original DS 1.07e+06 6.17e+05 – – 1.07e+06 –
Additive 1.07e+06 6.17e+05 0.99 1.23e+06 1.07e+06 26.30
Multiplicative 3.45e+04 1.05e+06 2.57e+12 1.18e+06 8.23e+05 4.25e+07
GDP 1.07e+06 6.17e+05 1.057 1.24e+06 1.07e+06 27.13
HiMod-Pert 1.0352e+06 1.7688e+05 2.1669 1.0353e+06 1.0352e+06 7.2115
INGREDIENTS DATASET
Original DS 48.1538 15.5609 – – 48.1538 –
Additive 48.4089 15.3281 0.5395 50.5994 48.4089 2.6484
Multiplicative 31.1067 27.6588 732.2388 40.9120 31.1067 114.9051
GDP 48.3421 15.7801 0.56 51.3433 48.0952 3.4452
HiMod-Pert 48.0404 15.3437 0.2274 50.2514 48.0404 1.7192
NBASALARIES DATASET
Original DS 4.4695e+06 4.6933e+06 – – 4.4695e+06 –
Additive 4.4695e+06 4.6933e+06 0.8221 6.4768e+06 4.4695e+06 18.2919
Multiplicative 3.6857e+06 5.5919e+06 4.8124e+13 6.6916e+06 3.6857e+06 8.3264e+07
GDP 4.5673e+06 4.6924e+06 0.3412 6.4523+06 6.4523+06 15.2347
HiMod-Pert 4.4695e+06 4.6933e+06 0.6380 6.4768e+06 4.4695e+06 16.1143

4.3 Experimental Inferences

Statistical Measures are used to check the applicability of perturbation techniques for
information loss and privacy breach. The use of probabilistic information loss discussed
by Mateo-Sanz et al. [23] is used to evaluate the information loss of the perturbed data.
Mean, Standard Deviation (SD), Mean Square Error (MSE), Mean Absolute Error
(MAE) and Root Mean Square (RMS) are used to evaluate the information loss for the
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perturbed dataset. These statistical measures are necessary to prove the information loss
for perturbed sets but not sufficient to conclude the same.

Mean and Standard Deviation measures the univariate information loss after pertur‐
bation. The experiments show that the Mean and Standard Deviation of original dataset
is very near to perturbed dataset generated by our proposed HiMod-Pert method. This
ensures that the proposed method efficiently preserves the clusters of original dataset.

Mean Square Error is a measure of average of squares of deviation of the original
values from the perturbed values. For perturbed values to accurately estimate the original
values, mean square error should be near to 1. The proposed HiMod-Pert method will
generate MSE near to 1. Unlike Multiplicative method, it is efficient in preserving this
statistical metric. Mean Absolute Error forecast how close are the perturbed values to
the original values. It measures the distance between values generated by perturbation
methods and original unperturbed values. The values in all the four datasets in our
experimentation show that the Mean Absolute Error is same as that of original.

Euclidean Distance is a measure of how the values in perturbed dataset are linked
with the original values. Smaller Euclidean Distance suggests that the probability of
linkage of perturbed values to the original values is high. The proposed method uses
adjacent values for finding the perturbation factor. Hence the record linkage is high.
Both Additive and GDP methods have Euclidean Distance measures very less, indicating
high record linkage. Root Mean Square of an estimator is the measure of imperfection
of the fit of the perturbed data to the original data. For our HiMod-Pert, the value of
Root Mean Square is effectively retained. The result, shown in Table 2 suggests that
descriptive statistics is preserved well by HiMod-Pert method.

5 Conclusions

HiMod-Pert - a method based on Histogram Modification for effectively preserving the
privacy and optimally minimizing information loss is proposed. We have exploited the
traditional method that is used in Image Steganography. The method uses the differences
in neighbouring sensitive attributes to modify the original values. Unlike contemporary
methods where the transformation is fixed or based on randomization, we have suggested
use of conditional perturbation factor that will be computed for each privacy sensitive
attribute. Our experiments show that the method is effective for balancing between
information loss and disclosure risk. Future work encompasses in studying the impact
of various attacks, variations caused due to compromise in integrity and optimizing the
method to combat against attacks.
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