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Abstract. Distributed system is more complicated compared with other sys-
tems due to its concurrency and distribution. Moreover, the traditional system
development process is usually informal, and a large number of tests are
required. On the other hand, the formal methods have been applied in many
system development fields and many achievements have been made. In this
paper, a method which combines SysML requirement diagrams and Event-B to
model distributed system is proposed, including their mapping relations.
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1 Introduction

Compared with the traditional centralized system, the distributed system is more
complicated due to its concurrency and distribution. Though the distributed system has
developed rapidly with kinds of specifications and standards in recent years, there still
exists some shortcomings. Because these specifications and standards usually lack solid
theoretical foundation, it’s difficult to give a formal specification of distributed systems
as well as the correctness verification. As the distributed system becomes increasingly
complicated, the formal methods are needed to help overcome these shortcomings in
development.

The formal methods are used to help model complex system in a mathematic way
[10]. In formal development method, the text-based requirements are formalized, and
with the help of formal developing tools, hazards and errors can be automatically
detected. Event-B is a formal specification language for modeling and verifying system
requirements [1]. The basic idea that distinguishes Event-B from other formal methods
is its refinement mechanism. In Event-B refinement process, the abstract specifications
can be transformed into concrete specifications gradually until all requirements in the
specification contained in the model. Besides, a set of proof obligations (POs) are
generated after every refinement stage, which are used to verify the consistency from its
abstract model and to make sure that the functional requirements have been correctly
added [9].
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Although Event-B provides a refinement mechanism to gradually model the sys-
tem, one of the major problem is that there is no standard guideline to use the
refinement mechanism. When modeling complex systems, it is difficult for developers
to organize the refinement steps. On the other hand, the main weakness of using formal
method in system modeling is the gap between text-based requirement and the initial
specification. Thus, before modeling, a preliminary study of requirement analysis
should be considered. There are several requirements engineering approaches used to
describe requirements such as KAOs [11] and i* [13], but most of them stop at the
requirements analysis stage, and do not involve later development process. Besides,
SysML [2] is a modeling language for system engineering. Except for the basic dia-
gram of UML, SysML also inherits the extensibility mechanism and provides some
new diagrams, such as the requirement diagram and the parameter diagram. In [3], the
author proposed to extend the SysML requirement diagram with goal model in KAOs
method, and established a mapping relationships between the extended requirement
diagram and the B method [12]. Considering that the B method is mainly applicable to
software modeling, and the author didn’t mention the consistency of the model. This
paper proposes to combine SysML requirement diagram with Event-B modeling pro-
cess, the paper mainly focuses on the contains relationship of SysML requirement
diagram. First we use the requirement diagram to build the hierarchical relationships of
requirements, then we translate these hierarchical relationships into the modeling
process of Event-B, and verify the consistency of the model.

The organization of this paper is as follows, Sect. 2 gives some related knowledge
of Event-B and SysML requirement diagram. Section 3 describes the methods that
translates typical relationship of SysML requirement diagram into Event-B framework.
Section 4 is a case study to illustrate the proposed approach. And Sect. 5 gives con-
clusion and future work.

2 Background

2.1 SysML

SysML [2] is a unified modeling language for complex system analysis and specifi-
cation. As an extension of UML subset, some new diagrams are proposed such as
requirement diagram and parametric diagram. In this paper, we focus on the require-
ment diagram. A requirement is represented by a specific identifier and a text-based
description in requirement diagram. There are two kinds of relationships in requirement
diagram, the relations verify, satisfy, and refine describe the relationship between
requirements and other model elements [3]. The relation contains represents that a
sub-requirement is a part of its composite requirement. The relation derive relate a
derived requirement to its source requirement, for example a sub-system requirement
may derived from a system requirement. The relation copy expresses that one
requirement is the same version of another requirement. And these relations can be
depicted as follows (Fig. 1):
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2.2 Event-B

Event-B is a formal method for discrete system development based on first-order logic
and set theory, which is evolved from the classical B method [1]. There are two main
components in Event-B: context and machine. Context describes the static properties of
the model. Machine describes the dynamic behavior of a model. Another important
concept is the refinement mechanism in Event-B. A refinement process means more
detailed properties introduced into the concrete model from the abstract model. The
elements and the relationships of Event-B model can be shown as Fig. 2.

In general, Event-B is a state-based discrete system modeling language, the
mathematic model defined in machine is represented by states and its transition
mechanism, i.e. the event. The state is represented by the value of the variable, and the
property that states should always hold in a machine is invariant. In Event-B machines,
events are used to update the state, the main elements of event are guards and actions.
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Fig. 1. Relations in SysML requirement diagram
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Guards are conditions that the transition should satisfy, and actions are behaviors that
update current states. A common form of an event is:

e, any x where G s; c; x; vð Þ then BA s; c; x; v; v0ð Þ ð1Þ

x is the parameter of the event, G s; c; x; vð Þ is a set of conditions for triggering
events, s is the carrier set and c is the constant, and v is the current value of the variable,
respectively. The body of event e is BA s; c; x; v; v0ð Þ, where v0 represents the updated
value of the current state.

Through the refinement mechanism of Event-B, the abstract machine can be refined
into a more specific machine. To maintain the consistency of the refinement chain in
the model, a set of proof obligations (POs) should be proved, which is generated from
the specification. There are two types of consistency in Event-B model, the model’s
self-consistency and the consistency with its abstract machine. If all POs are dis-
charged, then the consistency of the model is confirmed.

After the model is built, it is necessary to prove that all the properties have been
correctly added into the model. However, in a large project, the number of proofs may
be up to thousands. Obviously, it is not possible to solve these proof manually. Rodin
[4] is a development platform for Event-B, and it is based on eclipse. In rodin platform,
many plug-ins are included for development, such as POs generator and prover, the
first one is used to analyze the model and automatically generate corresponding proof
obligations. The other is used to prove them.

3 From SysML Requirement Diagram to Event-B

Since the requirement in SysML requirement is textual and informal, it is not possible
to directly translate requirement from requirement phase to formal specification phase.
We propose to define rules to derive a refinement framework from the requirement
diagram.

The main idea is to decompose the initial requirement into two different types, the
functional requirement and the domain requirement. These two kind of requirement can
be specified by contains relationship. The functional requirement is used to specify the
intended behaviors that system will achieve, the domain requirement specifies the static
environment factors such as the physical law the system should obey. As we have
mentioned before, Context describes the static property, while machine describes the
dynamic behavior of the system. Context can be extended with more properties while a
domain requirement in SysML requirement diagram can be decomposed into more
detailed sub-requirement [8]. The static property in domain requirement can be
described by the axiom in context. In Event-B, the dynamic behavior is expressed by
events and the invariants, in which the invariant is to make sure that the state converted
by event is consistent with the model. The basic mapping relation from SysML
requirement diagram to Event-B models is illustrated in Fig. 3.
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3.1 Event-B Machine Consistency

In order to verify whether the model satisfies specified properties, Event-B defines a set
of proof obligations that need to be discharged. And some POs involve the consistency
and deadlock-freeness of model, such as Feasibility (FIS), invariant preservation (INV),
deadlock-freeness (DLF). FIS is used to make sure that actions in events are feasible,
INV is used to ensure that each event in machine maintains the property preserved in
invariants, and DLF is to ensure that there are always some enabled events during the
execution. The formal forms of these proof obligations are shown as follow:

FIS: A s; cð Þ ^ I s; c; vð Þ ^ G s; c; v; xð Þ ‘ 9v0 � BA s; c; v; x; v0ð Þ ð2Þ

INV: A s; cð Þ ^ I s; c; vð Þ ^ G s; c; v; xð Þ ^ BA s; c; v; x; v0ð Þ ‘ inv s; c; v0ð Þ ð3Þ

DLF: I s; c; vð Þ ‘
_n

i¼1
9xi � G xi; vð Þð Þ ð4Þ

A s; cð Þ is the axiom in context, I s; c; vð Þ is invariants in machine, and inv s; c; v0ð Þ
are invariants that involve variables in BA s; c; v; x; v0ð Þ. According to the proofs in [14],
the consistency property can be verified by discharging FIS and INV proof obligations.
Meanwhile, with the help of plug-ins in rodin platform, these proof obligations can be
automatically generated and discharged.
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Fig. 3. Mapping relations between SysML requirement diagram and Event-B
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4 Case Study: A Leader Election Algorithm

The object of this section is to illustrate the approach through a common leader election
algorithm from [1]. As we know that the leader node is a coordinator of a bunch of
servers, there should be only one leader node and all servers should recognize the
leader. In a word, the leader election is used to elect a leader node in a group of process.

In this paper, we consider to model a simple distributed system, the ring network.
Each process in this ring network have their own id, and is able to send a message to
the next process in this ring network, in addition, all processes can store the message in
their buffers. In the algorithm, the process only accepts the message which is no less
than its own id and rejects messages that have smaller id. The algorithm stops when a
process receives its own id from other node, and this node is the leader node.

4.1 The Initial Model

At the beginning, we have an initial requirement described as “A leader node should be
elected in a ring network”. From this initial requirement, we can derive two sub
requirements, shown as Fig. 4.

The sub-requirement “Leader Elect” and “Environment” can be mapped into
Event-B machine and context, respectively. Here, we consider to build a simple net-
work which contains a set of nodes, and the corresponding specification in Event-B
context is shown as Fig. 5.

In this context, we defined a constant Num to include nodes with different id. The
axm4 means that there should always be a node that have the biggest id. Moreover, we
don’t consider about the ring structure. It will be refined into next refinement.

And the next requirement is “Leader Elect”, in this event, maxId is a variable that
can be assigned as the largest id in all nodes. The basic form can be shown as follows
(Fig. 6):

Text=“A leader node should be elected 
in a ring network.”
Id=“S1”

«requirement»
Distributed computing

Text=“A leader node should 
be elected.”
Id=“S1.1”

«requirement»
Leader Elect

Text=“Each node in the 
network has its own id.”
Id=“S1.2”

«requirement»
Environment

Fig. 4. Initial requirement diagram
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4.2 First Refinement

From the initial model, we have built a simple model that contains only one event and
don’t consider the ring structure. The requirement diagram should be extended further,
as the requirement can be explained in a detailed way. In the following refinement a
ring structure should be added into the context, and the requirement environment will
be extended as follows (Fig. 7):

And the corresponding context in Event-B model is shown as Fig. 8.
The constant next is a function that maps one node to another node.

@axm1 
@axm2 
@axm3 
@axm4 

Fig. 5. Initial context in Event-B

event elect
then 

@act1 
end

Fig. 6. Event elect

Text=“Each node can send message 
to its neighbor in a ring structure”
Id=“S1.2.1”

«requirement»
refEnv

Text=“Each node in the network 
has it s own id.”
Id=“S1.2”

«requirement»
Environment

Fig. 7. Extend the Env requirement
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Also, the requirement Leader Elect will be refined into three more concrete
requirements, accept, reject and refElect, which can be depicted as follows (Fig. 9):

In this requirement diagram, three refined requirements are contained in the Lea-
derElect. The requirement Accept means that nodes in the ring network only receive
message that has bigger id. On the contrary, the requirement Reject rejects message that
is smaller than its own id. And the requirement RefElect details the operation in
LeaderElect. The corresponding events in the refined machine are described partially as
follows (Figs. 10 and 11):

axm1_1:

axm1_2:

Fig. 8. Extended context in Event-B

Text=“A  node’s id will be 
accepted if it’s greater than 
current id.”
Id=“S1.1.1”

«requirement»
Accept

Text=“A node’s id will be 
rejected if it’s smaller than 
current id.”
Id=“S1.1.2”

«requirement»
Reject

Text=“once the node 
accept an id which is the 
same as itself is the 
leader 
Id=“S1.1.3”

«requirement»
RefElect

Text= “A leader node should be  
elected.”
Id=“S1.1”

«requirement»
Leader Elect

”

Fig. 9. Extended Leader Elect

event Accept
any 
where 

@grd1_1  
@grd1_2  

then 
@act1_1 

end 

Fig. 10. Event Accept
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In these events, variable buffer is used to store the nodes that are not rejected, and
the invariant is shown as follows (Fig. 12):

With this refinement step, a concrete model which contains more detailed infor-
mation can be built. The next step would be considering the consistency of this model.

4.3 Model Verification

Although the ring network model has been built through refinement, we still have to
verify the consistency and correctness of our model. In Event-B modeling, there are set
of proof obligations that should be proved while the model has been build. For
example, after the Accept event has been executed, we have to proof that the new value
of variable a is still consistent with the corresponding invariant such as inv1_1. And the
proof process can be shown as follows (Fig. 13):

Event RefElect
any 
where 

@grd1_1 
@grd1_2  

then 
@act1_1 

end 

Fig. 11. Event RefElect
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Fig. 12. Invariants in refined machine
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Fig. 13. Event Accept INV1_1 proof obligation
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If all the proof should be proved manually, it would be a long time and becomes
difficult. Rodin [4] is a platform for Event-B modeling, it provides not only a devel-
opment environment, but also some tools that can automatically prove POs of the
model, which simplified the proof procedure [5, 6]. The ring network we have built is
automatically proved by Rodin platform, which can be shown as follows (Fig. 14):

5 Conclusion and Future Work

As a formal specification language, Event-B is capable for complex system modeling.
However, one of the major problem is that there is no standard guideline to use the
refinement mechanism. On the other hand, SysML requirement diagram gives a pre-
liminary analysis of requirements, and the hierarchical structure of requirements is
built. In this paper, we propose mapping relationships between SysML requirement
diagrams and Event-B refinement process. And since these relationships are partial, a
more precise semantic should be added in SysML requirement relations. Here, we plan
to extended SysML requirement diagram with goal model in KAOs method. Goals in
goal model can be specified into LTL formula, as LTL can describe both safety
property and liveness property, we will give a more precise preliminary analysis of
requirements. Our future work will mainly concentrate on the translation of extended
requirement diagram and Event-B model elements.
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