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Abstract. In the mobile network, building a prediction based network traffic
model is of great significance for mobile network optimization, so that the
operators is able to schedule the resources adaptively. In the paper, multi-
plicative seasonal Autoregressive Integrated Moving Average model (ARIMA)
and Holt-Winters model are proposed for modeling of traffic predication, where
the historical traffic series of a typical tourist area are utilized to verify the
performance. The two methods analyze the trend of mobile network traffic per
hour, build and validate models. Then predict mobile network traffic within a
given period of time. The error rate of different models predictions is analyzed to
provide certain decision basis for the allocation of network resources.
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1 Introduction

With the continuous development and popularization of mobile communication tech-
nology and intelligent terminals, the demand of extracting dynamic information
whenever and wherever possible is increasing. Keeping wireless networks with good
and stable performance and reducing the occurrence of wireless network failures are
becoming more important. Massive user groups increase the difficulty of operation and
maintenance, and operators must allocate network resources reasonably to ensure the
user experience. Low network load settings in hot spots may lead to increased con-
gestion, decreased call quality and even paralysis of the system. Excessive network
load will waste network resources. Therefore, the prediction of traffic in hot spots can
provide a reasonable basis for decision-making and optimize the allocation of network
resources.

Through the signaling analysis platform of both radio access network (RAN) and
the core network that carriers deployed to collect mobile network signaling. The net-
work and terminal data is intercepted from the signaling, and the data are cleaned and
structured, and finally the data is acquired as time series. Researches on time series and
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prediction have been discussed in [1]. In [2] authors proposed ARIMA model to
process historical data of cells in mobile networks and generate reliable forecasting
results. Traffic characterization is analyzed in [3] to be used to build models. In [4]
authors proposed traffic prediction technique relies on analysis of traffic data on cells by
using Holt-Winter’s exponential smoothing. The traffic prediction accuracy of machine
learning techniques - Multi-Layer Perception (MLP), Multi-Layer Perception with
Weight Decay (MLPWD) and Support Vector Machines (SVM) are investigated in [5].
A hybrid traffic prediction model is introduce to forecasts the workload of base stations
by utilizing historic traffic traces in [6]. In this paper, Holt-Winters and multiplicative
seasonal ARIMA are used to model and validate the user data, and then traffic in the
next period is predicted. The two models are popular models based on mathematic
theory for time series short-term prediction. This article takes a typical tourist area as an
example to build models and verify the performance.

2 Research Models

Time series is a sequence of data in equal intervals which mainly include long-term
trend, seasonal variation and irregular change. The main purpose of time series analysis
is to predict the future based on existing historical data. This section explains the
principle of ARIMA and Holt-Winters.

2.1 ARIMA Model

ARIMA model doesn’t consider the influence of other factors. It only explores the
change rule of the sequence itself. The model can be conducted to predict short-term
and long-term data. But the precision of short-term forecast is higher [7]. The ARMA
formula is:

/ðBÞrdxt ¼ hðBÞet; ð1Þ

where fxtg is the observed time series, fetg is a white noise sequence that satisfies a mean
of zero and constant variance, B is the backward shift operator, and d is order of the
difference. r ¼ 1 � B. /ðBÞ ¼ 1 � Pp

i¼1 /iB
i, hðBÞ ¼ 1 � Pq

j¼1 hjB
j where p and

q is the order of AR and MA model, f/jg, fhjg is the coefficients of AR and MA model.
The seasonality of time series is a common pattern that repeat over S time period.

Multiplicative seasonal ARIMA is designed to fit model that has trends, seasonal
characteristics and adjacent sequence correlation. Multiplicative seasonal ARIMA
ARIMAðp; d; qÞ � ðP; D; QÞS includes seasonal and non-seasonal factors where P,
D, Q are order of seasonal AR, seasonal difference and seasonal MA respectively. The
formula is:

/ðBÞUðBsÞrdrD
s xt ¼ hðBÞHðBsÞet; ð2Þ

where UðBÞ ¼ 1�Pp
i¼1 UiBiS, HðBÞ ¼ 1 � Pq

j¼1 HjBjS and fUjg, fHjg is the
coefficients of AR and MA model.

206 Y. Gao et al.



2.2 Holt-Winters Model

Seasonal Holt-Winters smoothing fits data with trends and seasonality. The model can
be applied to linear, exponential and damped trend. Holt-Winters includes the additive
seasonal model and the multiplicative seasonal model. The additive seasonal model
implies that seasonality and other trends are additive relation. Assume that a, b,
c 2 ½0; 1� are smoothing parameters, at is the smoothed level, bt is the trend, ct is the
seasonal smooth, and x0tþ k is k steps ahead forecasted value. The formulas [8, 9] are:

at ¼ aðxt � ct�sÞþ ð1� aÞðat�1 þ bt�1Þ
bt ¼ bðat � at�1Þþ ð1� bÞbt�1

ct ¼ cðyt � atÞþ ð1� cÞct�s

x0tþ k ¼ at þ btkþ ctþ 1þðk�1ÞmodS

: ð3Þ

The multiplicative seasonal model is used to fit data have multiplicative seasonality.
The formulas [8, 9] are:

at ¼ aðxt=ct�sÞþ ð1� aÞðat�1 þ bt�1Þ
bt ¼ bðat � at�1Þþ ð1� bÞbt�1

ct ¼ cðyt=atÞþ ð1� cÞct�s

x0tþ k ¼ ðat þ btkÞctþ 1þðk�1ÞmodS

: ð4Þ

Holt-Winters is based on recursive relations, which suggests that start values need
to be set before using. But start values have little effect on future calculations. For
seasonal models, start values are detected by performing a simple decomposition in
trend and seasonal component using moving averages.

3 Research Results

This section selects traffic data from 0:00 July 15, 2015 to 8:00 August 14, 2015 per
hour as modeling data to explain the process of modeling. Forecast traffic data between
9:00 and 17:00 August 14, 2015. The experimental environment is R language with the
version of 3.3.3.

3.1 ARIMA Modeling

The first step of model identification is to study the stationarity of time series. Sta-
tionary time series usually have a random fluctuation near a constant value, and the
range of fluctuation is bounded with no obvious trend or seasonal characteristics.
Non-stationary sequences tend to have different mean values at different time periods.
The autocorrelation of stationary sequences decrease rapidly. The paper uses ADF
(Augmented Dickey-Fuller Unit Root Test) to confirm whether time series are sta-
tionary. Null hypothesis forecasts the existence of unit root. If P value is smaller than
5%, the model test result reject the null hypothesis, and it can be assumed that time
series satisfy stationarity. The function adf.test in R package tseries is used to run the
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ADF test. The p value is less than 0.01, so the null hypothesis is rejected and the
sequence is stable.

The second step is to determine the order of the model. Model order estimation is
not only considering the fitting degree of the model to the original data, but also taking
the number of undetermined parameters in the model into account, and take a rea-
sonable tradeoff between the two. AIC (Akaike information criterion) is applicable to
the order determination. Try to choose the minimum AIC value within a certain range.
And Try to avoid over fitting as much as possible. Several excellent models and their
AIC values are shown in Table 1. According to the simulation results, the H2

parameter of ARIMAð1; 0; 2Þ � ð1; 0; 2Þ24 is 0.0680 approximately zero, the t value is
not significant, and the AIC value is close to ARIMAð1; 0; 2Þ � ð1; 0; 1Þ24. In order to
simplify the complexity, ARIMAð1; 0; 2Þ � ð1; 0; 1Þ24 is applied. Model identifica-
tion is completed.

Using MLE (Maximum Likelihood Estimation) to estimate parameters of the
model. These parameters are shown in Table 2.

After the completion of model identification, order determination and parameter
estimation, next step is to estimate the validity of the chosen model. The validity test of
the model is essentially to examine whether the residual sequence is a white noise
sequence. The time series diagram of residuals should be a rectangular scatter plot
without any trend around zero. The mean value of residuals is calculated to be about
0.09. And residual sequence meets the requirements according to Fig. 1. The auto-
correlation function (ACF) of residual sequence is calculated. The correlation coeffi-
cients of the residuals are small except the zeroth order in Fig. 1, which means the
residuals satisfy the independence. ACF only considers the existence of a certain lag
order. The Ljung-Box test is based on a series of lags to determine the correlation of the
sequence. The p values in Fig. 1 are all greater than 0.05, so the null hypothesis cannot
be rejected, which means the residual sequence is a white noise sequence.

Table 1. Several models and their AIC values

Model AIC

ARIMA(1, 0, 2)(1, 0, 2)[24] 4107.25
ARIMA(1, 0, 2)(1, 0, 1)[24] 4108.32
ARIMA(2, 0, 1)(1, 0, 1)[24] 4109.03
ARIMA(1, 0, 1)(1, 0, 2)[24] 4112.04

Table 2. Parameters of ARIMAð1; 0; 2Þ � ð1; 0; 1Þ24
u1 h1 h2 /1 H1 Intercept

0.7424 0.5933 0.1113 1 −0.9854 21.4832
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Once the model is identified, future values can be predicted from past and present
values of the time series. Minimum mean square error estimation is commonly used in
prediction. Confidence intervals, predictive values and actual values are displayed in
Fig. 2.

3.2 Holt-Winters Modeling

The additive Holt-Winters model is used to analysis data. This section analysis and
predict the same period of time series as previous section.

The model uses following parameters: 0.102 for a, 0.004 for b, and 0.231 for c. The
value of B is approximately 0, indicating that the slope of the estimated trend com-
ponent is essentially constant. The value of ‘a’ and ‘c’ indicate that the level and
seasonality based on recent observations and historical observations. The ACF of
residual sequence is calculated in Fig. 2. Based on the additive Holt-Winters model, the
prediction of time series is calculated and displayed in Fig. 3.
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Fig. 1. This shows three figures consisting of standardized residuals (first), ACF of residuals
(second), and p value for Ljung-Box statistic (third).
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4 Conclusion

Accurate traffic prediction is beneficial to balance the resources of mobile network
according to the different characteristics of busy and idle time. Prediction helps to avoid
excessive network load or waste of network resources. Depending on the data structure,
different approaches can be tried. The paper presented the analysis of mobile network
traffic. Multiplicative seasonal ARIMA model and Holt-Winters model are provided.
The two models build and validate models and predict future values respectively. The
forecast error of Holt-Winters model is lower than ARIMA in this situation. The order
determination of ARIMA is more complex. Holt-Winters model is better than
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Fig. 3. Predictive value of ARIMA and Holt-Winters
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multiplicative seasonal ARIMA model in this situation. However, the model adopted in
reality is decided by the different characteristics of the specific data, and a model can
not always be the optimal model.
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