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Abstract. The Internet of industry (IoI) has been well advanced in modem
factory accompanying with increasing application of sensor network. The
industry intelligent is just basing on techniques of IoI and industry data analysis
and predication. In this paper, both the training process, in which the modeling
between the input of environment and technological parameters and the output
of key performance index (KPI) is built, and the functional process, where the
model built in training process and current is used for KPI predication. Both
multivariable linear regression and nonlinear BP neural network model are
employed and verified with authentic data set.
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1 Introduction

The Internet of industry driven by the wireless sensor network and industry data
analysis are promoting the progress of the modern industry [1]. The modern industry
with Internet of things (IOT) supported, which is the use of IOT, machines and other
production facilities can be accessed to the internet by industrial enterprises to build a
cyber-physical systems (CPS). Therefore, the real-time data information can be per-
ceived, transmitted and processed intelligently, so as to achieve the real-time moni-
toring, early warning of the production process, optimal allocation of production
resources and intelligent management.

The IOT has been greatly developed along with the integration of China’s indus-
trialization and information. IOT has various forms. According to the information
acquisition, transmission, processing and dimension of utilization, the IOT can be
divided into four layers: perceptual recognition layer, network transport layer, data
intermediate layer and integrated application layer [2]. Among which, the data inter-
mediate layer is responsible for data aggregation, management and intelligent analysis.
The IOT has the characteristics of high real-time, large amount of data, heterogeneous
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data sources etc. Internet data is one of the most important sources of big data and IOI
data processing is the core of industrial intelligence systems.

In different industries, especially the Internet, the data is getting larger and larger.
The traditional way is almost impossible to effectively find patterns to improve pro-
ductivity today, only computers can be used to complete many complex missions.
Machine learning can automatically learn programs from data. As a result, this rising
discipline has become more and more important. It has been widely used in web search,
spam filtering, recommendation systems, advertising, credit evaluation, fraud detection,
stock trading and drug design and data mining etc. According to a recent report by the
McKinsey Global Institute, machine learning (also known as data mining or predictive
analysis) will drive the next round of innovation [3, 4]. This paper explores the
application of machine learning methods in the prediction of IOI.

2 Predictive Modeling Method

2.1 Multivariable Linear Regression Model

Regression analysis was put forward by Galton in the late nineteenth century. The
simplest method is linear regression, which is a regression analysis of the relationship
between one or more independent variables and dependent variables, using least
squares function of linear regression equation. Linear regression with only one inde-
pendent variable is called simple linear regression. However, in practice a variable is
usually affected by many factors, simple linear regression is not enough to achieve the
purpose of solving problems. Multivariable linear regression modeling (MLRM) is a
model with more than one independent variable. The general expression of MLRM is
as follows:

Y ¼ b0 þ b1x1 þ b2x2 þ . . .þ bpxp þ e; e�Nð0; r2Þ: ð1Þ

Where, x1; x2; . . .; xpðp� 2Þ are the value of independent variables. Y is dependent
variable, b1; b2; . . .; bp are model coefficients and e is random error.

If conduct n observations, the data collected by the n groups of samples is
xi1; xi2; . . .xip; Yi ði ¼ 0; 1; . . .; n; n[ pÞ can be expressed in the form of matrix as
follows:

Y ¼

Y1
Y2

..

.

Yn

2
666664

3
777775
; X ¼

1

1

..

.

1

x11
x21

..

.

xn1

. . .

. . .

. . .

x1p
x2p

..

.

xnp

2
666664

3
777775
; b ¼

b0
b1

..

.

bp

2
666664

3
777775
; e ¼

e0
e1

..

.

ep

2
666664

3
777775
: ð2Þ

Where, Y ¼ Xbþ e is called linear regression data model, X is the design matrix
and e is the error vector which meets the random conditions.
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The propose of linear regression is to find the mean square error of linear function
on x1; x2; . . .; xp:

EðYÞ ¼ b0 þ b1x1 þ b2x2 þ . . .þ bpxp: ð3Þ

Where, QðbÞ ¼ Y � Xbk k2 is minimum unbiased estimator, that is, the regression
equation:

Ŷ ¼ b̂0 þ b̂1x1 þ b̂2x2 þ . . .þ b̂pxp : ð4Þ

The least squares estimation of b is defined as b̂ ¼ ðXTXÞ�1XTY , through which
the unbiased estimator of Y can be obtained.

2.2 Nonlinear BP Neural Network Model

In late 80s, the error back-propagation algorithm (BP algorithm) [6] and its application
in artificial neural network learning process had greatly promoted the development of
machine learning, and led the development of statistical machine learning model trend
until now. Researchers found that with back-propagation algorithm, the artificial neural
network model can automatically correct its parameters in the training process, making
neural network model fit the training data to a greater degree. Using a large number of
training samples, the neural network can be trained to learn statistical rules to predict
unknown events. This kind of machine learning model based on statistical rules shows
great superiority in many aspects, compared with the previous methods based on
artificial rules. Although during this period, artificial neural network can also be
referred to as multilayer perceptron, but in fact it is a shallow model, which contains
only a layer of hidden nodes.

BP neural network has three layers: input layer, hidden layer and output layer. One
topology of an ordinary BP neural network is shown in the following figure:

The learning process of a BP neural network can be represented by Fig. 1. The
process consists of forward propagation of input data and back propagation of error.
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Fig. 1. Topological structure of BP neural network.
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The direction of forward propagation is from the input layer through the hidden layer to
the output layer. Forward propagation processes data layer by layer, the state of each layer
of neurons only affects the next layer of neurons. Then at the output layer the neurons
compare the actual output with the desired output, if the result does not match, the
deviation between the actual output and the desired output is calculated, which will be
transmitted back. When the deviation is returned to the input layer, the weights and
thresholds of each neuron in the hidden layer aremodified so as tominimize the deviation.

vki is the weight between the input layer and the hidden layer, wjk is the weight
between the hidden layer and the output layer, f1 is the transfer function of the hidden
layer and f2 is the transfer function of the output layer. Then the output of the hidden
layer and layer node can be defined as:

zk ¼ f1ð
Xn
i¼0

vkixiÞ; k ¼ 1; 2; . . .; q: ð5Þ

yj ¼ f2ð
Xq

k¼0

wjkzkÞ; j ¼ 1; 2; . . .;m: ð6Þ

The number of learning samples x1; x2; . . .; xp is p. Assuming the actual output of
the l sample is ylj, expected output is tlj. Then the deviation between the actual output
and the expected output of the l sample is:

El ¼ 1
2

Xm
j¼1

ðtlj�yljÞ2: ð7Þ

The global deviation produced by p samples is:

E ¼
Xp

l¼1

El ¼ 1
2

Xp

l¼1

Xm
j¼1

ðtlj�yljÞ2: ð8Þ

The change of weight:
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Where, η is the learning rate, which needs to be chosen properly. The system will
be unstable if η is too large. η being too small will lead to long training time and slow
convergence. η is generally chosen between 0.01 and 0.8.

Deviation signal is defined as:

dlj ¼ � @El

@Sj
¼ � @El

@yj

@yl
@Sj

: ð10Þ

Where, Sj is the net output of summation unit of output layer of neurons.
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@yl
@Sj

¼ f 02 ðSjÞ: ð12Þ

From to Eqs. (10)–(12):
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Also:

@E
@wjk

¼ @E
@Sj

@Sj
@wjk

: ð14Þ

Then:
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From Eq. (9) and Eq. (15), it can be seen that the weight of the output layer is
changed:
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Xp
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ð�g
@E
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Þ ¼ g
Xp

l¼1

Xm
j¼1

ðtlj � yljÞ f 02 ðSjÞzk: ð16Þ

Similarly, the change of hidden layer weights:

Dvki ¼ g
Xp

l¼1

Xm
j¼1

ðtlj � yljÞ f 02 ðSjÞwjkf
0
1 ðSkÞxi: ð17Þ

The purpose of building the whole network is achieved by changing the weights of
each neuron in the hidden layer.

3 Performance Simulation

In this paper, we used a set of 7 input 2 output food IOI data. Input is 7 performance
indicators collected by the IOI sensor, which is: temperature, humidity, drying time, the
original ratio, processing time of raw materials and other industrial and environmental
parameters. The output value y1 is the water content of the product, y2 is nutritional
content and data set size is 5000. Multiple linear regression model and BP neural
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network model were used to analyze the data. Fitting model is used to the prediction
test of data and the mean square error (MSE) is used to evaluate the performance of the
two different models. 3725 data is used for model learning and 1225 data is for
verification.

Figure 2 is the result of the model training process using multiple linear regression
method. The ordinate is the key index value and the abscissa is data record index for
the validation of data set, where the blue line is the true value, the red line is the fitting
output value. It can be seen that the fitting values of y1 and y2 converge to the true
values except for very few peak values.

Figure 3 shows the results of the validation using a multiple linear regression model
in the workflow. The ordinate is the residuals of the predicted and true values of the key
indicators and the abscissa is data record index for the validation of data set. It can be
seen that the residual is basically 0, but the residual value is larger on more discrete
points, which affects the overall prediction performance.

Figure 4 shows the output result of the model training process using BP neural
network. It can be seen that under the conditions of nonlinear model, the fitting values
of y1 and y2 also converge to the true values in addition to very few peak values.

Fig. 2. Fitting value and real value of y1, y2 in Multivariable linear regression model (Color
figure online)

Fig. 3. Residual error between predicted and real values in multivariate linear regression model

Machine Learning Based Key Performance Index Prediction Methods 495



Figure 5 shows the results of the application of the model training process using
multiple linear regression. It can be seen that the residual is basically 0. The peak value
whose residual is larger is significantly reduced, compared with the linear multiple
regression model. The prediction results are much better than the linear method.

Table 1 shows the quantitative comparison of the mean square error between
multiple linear regression model and BP neural network model during the training and
working stage. It can be seen that the nonlinear BP neural network model can achieve
better mean square error performance both in the training and working stage. The
neural network model is improved by 43% and 37% respectively compared with linear
model, especially the output value y2.

Fig. 4. Fitting value and real value of y1, y2 in BP neural network model

Fig. 5. Residual error between predicted and real values in BP neural network model

Table 1. The comparison of multiple linear regression model and BP neural network model.

MSE (y1/y2) Multiple linear regression mode BP neural network model

Training stage 10.0/20.5 7.5/11.1
Working stage 9.9/23.1 9.3/14.5
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4 Conclusion

This paper discusses the application of machine learning methods in IOI. The multiple
linear regression model and the nonlinear BP neural network model are introduced. The
application of the two models above in the prediction of key performance indicators in
IOI is given. At last, the model is validated by the real production environment data.
The quantitative comparison of the mean square error of the linear method and the
nonlinear method is given. Through the analysis and simulation, it is proved that the
nonlinear BP neural network model can greatly improve the performance compared
with the linear multiple regression.
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