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Abstract. In this paper, we consider a large relay network with one base station
(BS), multiple users and quantities of relays, where the BS and relays are
equipped with multiple antennas. Firstly, we propose an amplify-and-forward
(AF) transmission scheme with successive relaying protocol for the network.
Then both relay grouping and power allocation over multiple data streams at the
BS are jointly optimized to further improve the proposed scheme. Numerical
results show that the achievable system spectrum efficiency is considerably
improved by the proposed optimized relaying scheme.
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1 Introduction

Large relay network receives considerable attentions, since the next generation network
typically supports a large number of devices which can serve as relays to improve the
achievable rate of the network. On the other hand, the technique of multiple-input
multiple-output (MIMO) yields great improvements in spectral efficiency through
spatial multiplexing, link reliability through space-time coding, and coverage [1, 2]
through array gain. Precoding and power allocation over the data streams can further
bring performance gain [3, 4].

In conventional relay networks, the source transmits the data frame in the first time
slot and the relays forward in the second. It is proved the performance of such one way
system with half-duplex protocol will suffer a multiplexing loss (1/2 rate-loss) [5].
Then a new protocol called successive relaying protocol is put forward, in which the
relays are divided into two groups to in turns receive and forward the message. Results
in [6, 7] have shown that successive relaying protocol performs well in recovering
multiplexing loss, so that the achievable rate of network can be markedly improved,
especially in large relay networks.

This paper considers a large one-way MIMO relay network in which a BS equipped
with M antennas transits messages to M user terminals (each is equipped with single
antenna) with the help of quantities of relays. We propose an AF based successive
relaying protocol in which each multi-antenna relay is assigned to receive (through
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matched filtering) and forward (through amplify-and-forward scheme) one of the M
multiplexed data streams. Furthermore, we jointly consider the power allocation over
the M multiplexed data streams at the BS as well as the relay grouping scheme.
Numerical results show that the achievable rate of the network can be considerably
improved by the proposed joint optimization scheme.

The remaining of this paper is organized as follows. In Sect. 2, we introduce the
system model. In Sect. 3, we introduce the improved successive relaying protocol. In
Sect. 4, we investigate the impact of joint optimization. Section 5 presents the
numerical simulation. We conclude in Sect. 6.

2 System Model

As shown in Fig. 1, we consider a large relay network with one BS (base station), M
users and quantities of relays (each equipped with N antennas) which are randomly
distributed in a given area. We assume no direct links between BS and users due to
long distances and obstacles. We pick K relays out to help transmission. We assume
perfect local CSI for each relay and statistic global CSI for BS and each user terminal.
Since the considered network consists of a large number of relays, it is very beneficial
for the BS and users to avoid the acquisition of the global CSI. However, it’s easy to
get perfect CSI at each relay with training sequences. The BS which is equipped with
M antennas first processes the M data streams with power allocation matrix P then
transmits the data streams with the help of K relays to M user terminals with successive
relaying protocol. The channel for each link experiences independent Rayleigh fading
across each time slot.

3 Relaying Protocol

As shown in Fig. 1, before transmission, we divide the domain into 2 * M areas denoted
as vmðm ¼ 1; 2 ; . . .; 2 � MÞ. We denote Cm (m = 1, 2,…, 2 * M−1) as the boundary

Fig. 1. Successive relaying protocol (when the order of group is in sequential order)
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line between area vm and area vmþ 1 (note that v1 and v2M is bounded by the border of
whole area). The relays in area v1 to vM forms GA, while the relays in area vMþ 1 to v2M
forms GB. We set a minimal distance rmin between vM and vMþ 1 to avoid a large
inter-relay-interference [7]. Then take GA as an example, the relays in each area vm
(m = 1, 2,…, M) help one of the M users, which are denoted as group GA;m if they help
the mth user. Note that Fig. 1 shows an example of sequential relay group order where
the relays in vm and vmþM (m = 1, 2,…, M) serve themth user thus are denoted as GA;m

and GB;m respectively. In fact, the boundary of each area and the order of relay groups
affect the system performance and need optimization which will be discussed in Sect. 4.

3.1 Successive Relaying Protocol

We assume that a total of L� 1 sub-frames are transmitted within L (an odd L is
assumed) time slots as a transmission round. Relays in GA and GB in turns receive and
forward sub-frame from the BS.

As shown in Fig. 1, in the first time slot, the BS carries out power allocation to the
original data streams, and then transmits the processed sub-frame to the relays of GA in
the network. The relay k in GA receives the signal:

r 1ð Þ
k ¼ H 1ð Þ

k P 1ð Þs 1ð Þ þx 1ð Þ
k ; k 2 GA ð1Þ

where s lð Þ ¼ ½s lð Þ
1 s lð Þ

2 . . .s lð Þ
M �T ð s lð Þ�� �� ¼ 1Þ denotes the original data frame transmitted in l

th time slot and P ¼ p1 p2. . . pM½ � (P is a diagonal matrix) for the M�M power
allocation matrix. Hence Ps is the transmitted signal from BS. s and P satisfies the

restriction Psk k2¼ PS, where PS is the power constraint at BS. H lð Þ
k ¼

h lð Þ
1 h lð Þ

2 . . .h lð Þ
k . . . h lð Þ

N

h iT
is the N�M channel coefficient matrix between BS to the

relay k in group GA and each element in h lð Þ
k satisfies CN 0; hkð Þ (complex Gaussian

distributed i.i.d.). hk is the variance of the channel coefficient between BS and relay k
which depends on pathloss. xk is the additive white Gaussian noise (AWGN) sampled
at relay k with unit variance.

In the second time slot and the following even time slots l (for l ¼ 2; 4; . . .L� 1)
the relays in group GA forward the received sub-frame to the user terminals. The i th
user receives the signals from relays in group GA:

y lÞð
i ¼

XM
m¼1

X
k2GA;m

g lð ÞH
k;i t

lð Þ
A;k þx lð Þ

D ; i ¼ 1; 2; . . .;M ð2Þ

where g lð Þ
k;i is the channel coefficient vector from relay k to the i th user, in which the

element satisfies CN 0; bk;i
� �

. bk;i is the variance of the channel coefficient between the i

th user and relay k. x lð Þ
D is AWGN sampled at i th user with unit variance in the l th time

slot. t lð Þ
A;k denotes the transmitted signal from relay k in group GA in the l th time slot

which satisfies Ef t lð Þ
A;k

��� ���2¼ PR

MA
, where PR is the total transmission power constraint of
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all the relays. MA denotes the number of relays in group GA. The generation of t lð Þ
A;k will

be discussed in Sect. 3.2.
Meanwhile, the BS transmits new sub-frame to relays in group GB. The relay k0 in

group GB receives:

rðlÞk0 ¼ H lð Þ
k0 P

lð Þs lð Þ þ
X
k2GA

F lð Þ
k0;kt

lð Þ
A;k þx lð Þ

k0 ; k0 2 GB ð3Þ

where F lð Þ
k0;k denotes the N � N channel coefficients matrix from relay k0 in group GB to

relay k in group GA in the l th time slot, in which all the entries satisfy CN 0; gk0;k
� �

. gk0;k
denotes the variance of channel coefficient between relay k0 in group GB and relay k in
group GA.

In the third time slot and the following odd time slots (for l ¼ 1; 3; . . .;L), relays in
group GB transit signal to the i th user. Meanwhile relay k in group GA receives the
signal from the BS:

rðlÞk ¼ H lð Þ
k P lð Þs lð Þ þ

X
k02GB

F lð Þ
k;k0 t

lð Þ
B;k0 þx lð Þ

k ; k 2 GA ð4Þ

where t lð Þ
B;k0 denotes the signal transmitted by relay k0 in group GB in the l th time slot.

Meanwhile, The i th user receive the signals from relays in group GB:

y lð Þ
i ¼

XM
m¼1

X
k2GB;m

g lð ÞH
k;i t

lð Þ
B;k0 þx lð Þ

D ; k0 2 GB; i ¼ 1; 2; . . .;M ð5Þ

In the last time slot L (recall that L is odd), relays in group GA keep silent,
meanwhile the relays in group GB transmit signal to the user terminals, the situation is
similar to (5).

3.2 Amplify-and Forward After Matched Filtering

Recall that we assign each relay groups to serve for one of M users. That’s to say, relay
group GA;m and relay group GB;m take responsibility to receive and forward the m th
user’s message. Without loss of generality, we consider relay k in group GA serves for
the n th user. All the relays receive signal with matched filtering. Take the l th (l is even
and l[ 2) time slot as example. According to (4), the relay k in group GA processes the
received signals as follows:

t lð Þ
A;k ¼ c lð Þ

k g lð Þ
k;n
ehðl�1ÞH
k;n r l�1ð Þ

k

¼ c lð Þ
k g lð Þ

k;n
eh l�1ð Þ
k;n

��� ���2s l�1ð Þ
n þ

XM
j¼1;j6¼n

ehðl�1ÞH
k;n

eh l�1ð Þ
k;j s l�1ð Þ

j þ eh l�1ð Þ
k;n x l�1ð Þ

k þ
X
k02GB

ehðl�1ÞH
k;n F l�1ð Þ

k;k0 t l�1ð Þ
B;k

 !
; k 2 GA

ð6Þ
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where ~hk;n ¼ h1pn h2pn . . . hNpn½ �T is equivalent channel coefficient matrix between
the BS and relay k. The variance of each element in ~hk;n denoted as ak;n. Thus we can

derive that ak;n ¼ P21;nhk þ P22;nhk þ . . .þ P2Q;nhk. The amplifying coefficient c lð Þ
k of relay

k in group GA can be calculated according to the relay power restriction Ef t lð Þ
A;k

��� ���2¼ PR
MA
.

The amplifying coefficient c lð Þ
k in even time slot l is derived as:

c lð Þ
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PR

MA

1
M ps

PN
k¼1 bk;n

PN
k¼1 3a

2
k;n þ

PM
j¼1;j 6¼n

1
M ps

PN
k¼1 bk;n

PN
k¼1 ak;nak;j þ

PN
k¼1 bk;n

PN
k¼1 ak;n þ PR

NMB

PN
k¼1

bk;n
PN
k¼1

ak;n
P
k2GB

PN
k¼1

gk;k0

vuuuut ; k 2 GA; l ¼ 4; 6. . .;L� 1

ð7Þ

The detailed calculation is similar to the work in [7], which is omitted here.
Similarly we can derive the coefficient in the odd and second time slot.
Substituting (6) into (2), the received sub-frame at the i th user is given by:

y lð Þ
i ¼ Ef uðl�1Þ

m;k;i

� �
sðl�1Þ
i|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

L1

þ uðl�1Þ
m;k;i � Ef uðl�1Þ

m;k;i

� �� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Lerror

sðl�1Þ
i þ uðl�1Þ

m;k;j s
ðl�1Þ
j|fflfflfflfflfflffl{zfflfflfflfflfflffl}

L2

þ vðl�1Þ
m;k x l�1ð Þ

k|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
L3

þ vðl�1Þ
m;k

X
k02GB

F l�1ð Þ
k;k0 t l�1ð Þ

B;k0|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
L4

þx lð Þ
D

ð8Þ

where the following notations are used:

uðl�1Þ
m;k;i ¼

X
k2GA;i

c lð Þ
k g lð Þ

k;i

��� ���2 eh l�1ð Þ
k;i

��� ���2 þ XM
m¼1;m6¼i

X
k2GA;m

c lð Þ
k g lð ÞH

k;i g
lð Þ
k;m
ehðl�1ÞH
k;m

eh l�1ð Þ
k;i

uðl�1Þ
m;k;j ¼

XM
j¼1;j 6¼i

X
k2GA;i

c lð Þ
k g lð Þ

k;i

��� ���2ehðl�1ÞH
k;i

eh l�1ð Þ
k;j þ

X
k2GA;j

c lð Þ
k g lð ÞH

k;i g
lð Þ
k;j
eh l�1ð Þ
k;j

��� ���2 þ XM
m¼1;m6¼i;j

X
k2GA;m

c lð Þ
k g lð ÞH

k;i g
lð Þ
k;m
ehðl�1ÞH
k;m

eh l�1ð Þ
k;j

0@ 1A
vðl�1Þ
m;k ¼

X
k2GA;i

c lð Þ
k g lð Þ

k;i

��� ���2ehðl�1ÞH
k;i þ

XM
m¼1;m 6¼i

X
k2GA;m

c lð Þ
k g lð ÞH

k;i g
lð Þ
k;m
eh l�1ð ÞH
k;m

ð9Þ

where L1 is the desired data of the i th user, Lerror is the interference caused by using
the statistical channel information for signal detection and decoding. L2 is the inter-
ference from the other sources and L3 is the noise from the relays. L4 is the interference
from relay group GB. It should be noted that in the second time slot, L4 doesn’t exist
since relays in group GB are silent in the first time slot.

Each user terminal applies coherent detection with the statistical channel infor-
mation. The achievable capacity of the i th user in the even time slot is given by:

R evenð Þ
i ¼ log 1þ Ef L1j j2P4

n¼2 Ef Lnj j2 þEf Lerrorj j2 þ 1

 !
; l ¼ 4; 6; . . .;L� 1 ð10Þ

where Ef Lnj j2(for n = 1, …, 4) and Ef Lerrorj j2 is calculated as follows:
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Ef L1j j2 ¼ PS
M

X
k2GA;i

c2k
XN
k¼1

b2k;i
XN
k¼1

a2k;i þ 2
X

k1;k22GA;i

c2k
XN
k¼1

bk1;i
XN
k¼1

ak1;i
XN
k¼1

bk2;i
XN
k¼1

ak2;i

0@ 1A
Ef Lerrorj j2 ¼ PS

M

X
k2GA;i

8c2k
XN
k¼1

b2k;i
XN
k¼1

a2k;i þ
XM

m¼1;m 6¼i

X
k2GA;m

c2k
XN
k¼1

bk;ibk;m
XN
k¼1

ak;iak;m

0@ 1A
Ef L2j j2 ¼ PS

M

XM
j¼1;j 6¼i

XM
m¼1;m 6¼i;j

X
k2GA;m

c2k
XN
k¼1

bk;ibk;m
XN
k¼1

ak;mak;j þ
X
k2GA;i

c2k
XN
k¼1

3b2k;i
XN
k¼1

ak;iak;j

0@

þ
X
k2GA;j

c2k
XN
k¼1

bk;ibk;j
XN
k¼1

3a2k;jÞ

Ef L3j j2 ¼
XM

m¼1;m 6¼i

X
k2GA;m

c2k
XN
k¼1

bk;ibk;m
XN
k¼1

ak;m þ
X

kk2GA;i

c2k
XN
k¼1

b2k;i
XN
k¼1

ak;i

Ef L4j j2 ¼
X
k2GA;i

c2k
PR

NMB

XN
k¼1

3b2k;i
XN
k¼1

ak;i
X
k02GB

XN
k0¼1

gk;k0

þ
XM

m¼1;m 6¼i

X
k2GA;m

c2k
PR

NMB

XN
k¼1

bk;ibk;m
XN
k¼1

ak;m
X
k02GB

XN
k0¼1

gk;k0 ð11Þ

The detailed calculation of Ef Lnj j2(for n = 1,…, 5) and Ef Lerrorj j2 is similar to [7].
Similarly we can derive the i th user’s achievable rate in the second time slot and

odd time slots denoted by R oddð Þ
i and R 2ð Þ

i . The detailed expression is omitted here. We
assume the channel varies in different time slot but the variance of channel coefficient is
stable from time to time. Thus, we can derive the sum achievable rate of the network as
follows:

Rsum ¼ 1
L

XM
i¼1

L� 1
2

R oddð Þ
i þ L� 3

2
R evenð Þ
i þR 2ð Þ

i

	 

ð12Þ

4 Joint Optimization

In this section, we consider a joint optimization on power allocation matrix P and relay
grouping to maximize the achievable sum rate of the network. Relay grouping includes
the order of relay groups and the boundary line between different relay group (as shown
in Fig. 1). The flowchart of the joint optimization is shown in Fig. 2. For the inner loop
of the algorithm, for each fixed order of relay groups, we in turns optimize the power
allocation matrix P and the boundary line with differential evolution scheme (DE). The
inner loop stops when a pre-set iteration time is reached. Then for the outer loop, we
exhaustively search any possible order of relay groups and do the joint optimization
(i.e., the inner loop). The algorithm stops when all the orders of relay groups are
traversed and the best one to maximize the achievable rate is chosen.
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4.1 Optimization for the Order of Relay Groups

The order of relay groups affects the network rate by two factors: 1. inter-relay
interference 2. large scale fading. We use exhaustive method to perform optimization
on order of relay groups. We traverse all the relay group sort and then select the best
one to maximize the achievable sum rate. Although exhaustive method can traverse all
possible situations, the complexity of optimization will be quite high. One can design
heuristic methods based on fairness principle to ensure that there is a balance between
the interference and distance between the transmitter/user and the relay. We do not
discuss heuristic methods here due to limited space.

4.2 Optimization for the Boundary Lines Between Relay Groups
and Power Allocation

For the sake of simplicity, we denote the diagonal elements of power allocation matrix
as ~P ¼ P

0
1; P

0
2; . . .; P

0
M

� �
and the boundary line matrix as C1; . . .CM; . . .C2M�1½ � (re-

call that Cm (m = 1, 2, …, 2 * M−1) is the boundary line between area vm and area
vmþ 1). The group model is shown in Fig. 1.

First we optimize the boundary line. We determine the max iteration number of
optimization and generate D ðD ¼ 20 � MÞ initial solution candidates which meet the
system constraints. We denote each solution candidate as Ci;G, where G is for the
generation and i for the candidate number. The element in each candidate is defined as

Fig. 3. The simulation scenario.Fig. 2. Flowchart of joint optimization.
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Cj;i;G, where j is the element number. The first element in i th candidate in first
generation is formed as follows:

C1;i;0 ¼ randð0; 1Þ � ðCðUÞ
j � CðLÞ

j ÞþCðLÞ
j ; ði ¼ 1; 2. . .;D; j ¼ 1; 2; . . .; 2M � 1Þ

ð13Þ

where CðUÞ
j and CðLÞ

j represent the upper bound and the lower bound of boundary line.
Similarly we can get all the element in Ci;0 and then we can have all the candidate

in first generation. Next we generate the mutation of the first generation by:

Vi;Gþ 1 ¼ Cr1;G þF � ðCr2;G � Cr3;GÞ ð14Þ

where r1; r2; r3 is different to each other. F ¼ F0 � 2k, k ¼ e1�
Gm

Gm þ 1�G,
F0 2 ð0; 0:5Þ. Then we get the crossover candidate Ui;Gþ 1 by:

Uji;Gþ 1 ¼ Vji;Gþ 1 if rand(0,1)� 0:9 or j ¼ randperm(i)
Cji;G else


ð15Þ

where randperm (i) denotes random number between 1 and 2M−1. The next step is
selection. We generate the new generation by choose better candidate to max the
achievable rate between Cji;G and Uji;Gþ 1:

Ci;Gþ 1 ¼ Ui;Gþ 1;
Ci;G;

if f ðUi;Gþ 1Þ[ f ðCi;GÞ
else


ð16Þ

If the round of iteration reaches the max times, the new generation will be regarded
as the optimal boundary line and then the optimization on boundary comes to an end.
Otherwise, the new solution will be taken as initial solution of the next generation and
the optimization continues.

Power allocation is similar to the method of optimizing the relay boundary line.

5 Numerical Simulation

In this section, we examine the performance of the proposed AF successive relaying
protocol. As for the simulation scenario, we consider the network depicted in Fig. 3, in
which with a BS on (−2,0) and three user terminals (M = 3) on (2,1), (2,0) and (2,
−0.5). K relays are randomly and independently distributed in a bounded domain. The
domain is a rectangle region whose vertices are (1,2), (1,−2), (−1,2) and (−1−2). The
minimal distance rmin is set to 0.2 and for DE, F = 0.5, Gm = 5. The variance of
channel coefficient is denoted as 1=d3 where d is the distance between two nodes. The
power constraints on BS and all the relays are set to 100 and 50, respectively. We
examine the performances of joint optimization given in Sect. 4 when the relay antenna
number is fixed to N ¼ 8 in Fig. 4 (a) and the relay number is fixed to K ¼ 800 in
Fig. 4 (b), respectively.
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As shown in the two figures, we can see both the achievable rates with successive
protocol and with two-slot protocol increase as the relay number and antenna number
increase. It is observed that the rate with successive relaying protocol scales quickly
than with two-slot protocol. And the performance of the successive relaying protocol is
considerably improved due to the joint power allocation and relay grouping
optimization.

6 Conclusion

This paper investigates the joint optimization on power allocation and relay grouping in
relay network with successive relaying protocol. We consider a scenario where a base
station transfers data to the user terminals through multiple relays. Each relay works in
amplify-and-forward scheme. We find that the achievable rate of the system can be
markedly improved by jointly optimizing the relay grouping and the power allocation
matrix P with DE.

Acknowledgement. This work was supported by National Natural Science Foundation of China
(No. 61401391) and Zhejiang Provincial Natural Science Foundation of China under Grant
No. LY17F010014.
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