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Abstract. FBMC has been taken as a candidate waveform for the next
enhanced 5th generation (5G). To further improve its advantages over OFDM as
well as to promote its application in burst transmission, a two-phase method is
applied to design its prototype filter, i.e. a square-root Nyquist filter. In this
method, the autocorrelation-based technique and a spectral factorization aimed
at minimum stopband energy are successively exploited to acquire the final
prototype filter. Through the relaxation of Nyquist condition and benefited from
the nonlinear-phase, the frequency selectivity of our designed filters can be
greatly improved. Furthermore, the performances of the proposed prototype
filter brings a better BER in simulations, which demonstrates the effectiveness of
our square-root Nyquist filter design for FBMC systems.
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1 Introduction

The evolution toward 5G includes an enhancement of the current cellular network,
because the celebrated OFDM suffers from inefficiency for its tight synchronization and
the use of cyclic prefix (CP) [1]. Besides, its large out-of-band (OOB) radiation makes
it unattractive for flexible access to fragmented spectrum, which is crucial for efficient
opportunistic communications in Internet of Things (IoT) [2].

To tackle above issues, a filter bank based multicarrier (FBMC) modulation is
proposed as a promising candidate. Although FBMC was first investigated in the 1960s
[3], it is experiencing renewed interest and has gained high attention in the recent years.
In contrast to OFDM, this non-orthogonal waveform employs high quality filters on
every subcarrier to produce better time-frequency localization and very low OOB
radiation, and the offset quadrature amplitude modulation (OQAM) is usually
employed to further reduce the inter-carrier interference [4]. Moreover, in the appli-
cation of cognitive radios (CR), FBMC can simultaneously be used for data trans-
mission as well as spectrum sensing [5]. However, the subcarrier-based shaping results
in a prototype filter with long impulse response [6].
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The prototype filter for subcarrier shaping definitely determined the characteristics
of the FBMC, and the nearly perfect reconstruction (NPR) is preferred in the design of
prototype filter in discrete-time, such as the square-root raised-cosine (SRRC) filters
[7]. There had been two typical design methods in [8, 9]. The frequency sampling
technique was applied in the first method, and the obtained prototype filters had exact
stopband zeros at the frequencies that were integer multiples of the sub-channel
spacing. Nevertheless, the poor tradeoff between Nyquist condition and stopband
performance made it inflexible. By contrast, in the second method, the filter could be
designed through the minimization of a cost function that suitably struck a balance
between stopband attenuation and residual inter-symbol interference (ISI).

Similar to above second method, we will design the square-root (SR) Nyquist filter
as prototype filters in FBMC systems, where we straightly do tradeoff between stop-
band attenuation and residual ISI by constraining both the Nyquist condition and the
stopband energy. Moreover, to address the nonconvex problem due to the convolution
in transceivers, the autocorrelation-based technique [10] is employed in the construc-
tion of linear programming model, leading to linear inequations for ISI control.
Besides, the original object and constraints in the stopband must be transformed to the
ones about autocorrelation coefficients, i.e., the impulse coefficients of a Nyquist filter.
Subsequently, to retrieve the SR Nyquist filter, from the optimized autocorrelation
coefficients, a spectral factorization should be applied. Different from conventional
minimum phase factorization [11] or the best stopband attenuation factorization [12],
the minimum stopband energy is proposed here as the criteria. Such factorization
would almost maintain the performances acquired in previous linear programming, and
the obtained SR Nyquist filter is a nonlinear-phase one. Compared with the
widely-used PHYDYAS filter [4], this resulted nonlinear-phase feature can benefit both
the stopband attenuation and group-delay, or reduce the filter length. Thereby, the
problems in realization complexity as well as low latency transmission might be
alleviated. In our computer simulations, both the filter performances and the BER tests
demonstrate a superiority of our designed prototype filters over the PHYDYAS filter.

2 Preliminaries

In the OQAM-FBMC system, the length of a prototype filter satisfies Np ¼ KMþ 1,
where M and K denote the subcarrier number and the overlapping factor. Thus, a FIR
prototype filter can be presented by the real-valued impulse response coefficients hðnÞ,
0� n�Np � 1, or its frequency response

Hðx; hÞ ¼
XNp�1

n¼0

hðnÞe�jxn ð1Þ

where h ¼ ½hð0Þ; hð1Þ; � � � ; hðNp � 1Þ�. The frequency response (1) is a general
expression for either linear-phase or nonlinear-phase filter.
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To design a NPR filter for the FBMC system, both the frequency selectivity and
Nyquist condition should be taken into account. For the first purpose, the basic opti-
mization model could be established as

min
h

f ðhÞ

s:t:
Hðx; hÞj j � 1þ dmp ; x 2 ½0;xp�
� Hðx; hÞj j � � 1þ dmp ; x 2 ½0;xp�
Hðx; hÞj j � dms ; x 2 ½xs; p�

8<
:

ð2Þ

where the amplitude ripples in both passband and stopband are constrained, and the
choice of object function f ðhÞ could be the minimax cost or the least-square cost. In
previous design [12], the minimax cost, i.e., the stopband attenuation is chosen, while
our study chooses the least-square cost (the stopband energy) as the cost for improved
OOB radiation reduction. To solve such an optimization problem (2), a number of
algorithms [10, 11] could be exploited.

In practice, the interferences caused by relaxed Nyquist condition are small enough
compared to the residual interferences due to transmission channel [13]. Therefore, a
constraint for the control of Nyquist condition should be added into the basic model
(2), but difficulty appears because of the convolution relation between the Nyquist filter
gðnÞ and its square-root Nyquist filter hðnÞ, i.e. hðnÞ � hð�nÞ. This convolution makes
the time-domain Nyquist constraints are nonconvex about hðnÞ

X
kM 6¼ðN�1Þ=2

gðkMÞj j2 �/t ð3Þ

where /t represents the pre-specified threshold for relaxed Nyquist condition and
N ¼ 2Np � 1 denotes the filter length of gðnÞ. In above constraints, M is an integer
usually called the over-sampling factor, and it is exactly equal to the number of sub-
carrier number.

In order to solve the above nonconvex issue of hðnÞ, we will design gðnÞ first and
then factorize it into hðnÞ’s, which is analogous to previous study [12]. However, our
study employs the least-squares stopband ripples instead of the minimax in [12].
Moreover, the Nyquist condition in our study is established in frequency-domain based
on the power-complementary property.

3 The Prototype Filter Design

The proposed method for prototype filter (SR Nyquist filter) design includes two steps.
Firstly, the mathematical model is established and the optimization can be conducted
with different constraint thresholds. In this step, the controllable inequation for Nyquist
condition in the frequency-domain is expressed as a linear one, meanwhile the
requirement for frequency selectivity is transformed to constrain the autocorrelation
coefficient gðnÞ. In the second step, a spectral factorization is applied to the NYQ filter
obtained in the previous step, resulting in the square-root Nyquist filter or the prototype
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filter (hðnÞ) equivalently. Note that the factorization also aims at the minimum stopband
energy as we have done in the optimization step.

3.1 The NYQ Filter Design and Factorization

For Nyquist condition, we have the property of power complementary in the
frequency-domain [9].

XM�1

k¼0

Gðejðxþ 2p
MkÞÞ

��� ��� ¼ 1; 0�x� p=M ð4Þ

where GðejxÞ is the frequency response of the Nyquist filter gðnÞ. Due to its linear
phase, GðejxÞ can be simplified to its zero-phase response Aðx; gÞ by abandoning the
linear-phase term e�jxðN�1Þ=2, which can be represented by using g ¼ ½gð0Þ; gð1Þ; � � � ;
gððN � 1Þ=2Þ�T , i.e.,

Aðx; gÞ ¼ cTðxÞg ð5Þ

with cðxÞ ¼ 2 cosðx N�1
2 Þ; 2 cosðx N�3

2 Þ; � � � ; 2 cosðxÞ; 1� �T
According to the Nyquist condition in time-domain, a measurement to evaluate

fitler’s robustness against ISI was established in [12]. The better the Nyquist condition
is satisfied, the smaller will this measurement be. Analogously, based on above power
complementary, the measurement in frequency-domain is defined as the formula about
Aðx; gÞ, i.e.,

ISIp ¼
Z p

M

0

XM�1

k¼0

Aðxþ 2p
M

k; gÞ � 1

�����
�����
p

; p� 1 ð6Þ

For convenience, let

ASðx; gÞ ¼
XM�1

k¼0

Aðxþ 2p
M

k; gÞ ð7Þ

And in our design, let p ! 1, thus the formula (6) turns to

ISI ¼ ASðx; gÞ � 1j jmax; 0�x� p=M ð8Þ

Then, it allows us to establish the frequency domain constraint by the simple forms

ASðx; gÞ � 1�/f ; 0�x� p=M
�ASðx; gÞþ 1�/f ; 0�x� p=M

�
ð9Þ

where /f is the pre-specified threshold for Nyquist control. As it is relaxed, better
frequency selectivity would be traded for even the reduced filter length.
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To keep consistency in the variable to be optimized, former model (2) must be
transformed. First, the choice of object function should be done by representing it as

f ðhÞ ¼
Z p

xs

Hðx; hÞj j2dx ð10Þ

It means that the energy in stopband will be minimized in the design for prototype
filter. The reason for this choice is that it has a similar effect as the minimization of
OOB radiation, and the stopband attenuation is gradually promoted as the frequency far
from the transition band. Besides, in following spectral factorization, this cost choice
could produce a particularity that can reduce the complexity of finding the best SR
Nyquist filter. Thanks to the relation between Aðx; gÞ and Hðx; hÞ, i.e.,
Aðx; gÞ ¼ Hðx;hÞj j2, the object function can be readily transformed to the one aiming
at gðnÞ

f ðgÞ ¼
Z p

xs

Aðx; gÞdx ¼ sTðxÞg ð11Þ

with the definition

sðxÞ ¼ �4
sinðxs � N�1

2 Þ
N � 1

;�4
sinðxs � N�3

2 Þ
N � 3

; � � � ;�4
sinðxsÞ

2
; p� xs

� �

Correspondingly, the constraint inequations for amplitude ripples are also modified,
but just like many cases, in our final optimization model, only the stopband part is
considered in constraints, and the ripples in passband is inherently shaped. Thus, the
inequation for passband ripples is avoided, and the design problem could be expressed
as to

min
g

f ðgÞ ¼ sTðxÞg

s:t:

ASðx; gÞ � 1�/f ; x 2 0; pM
� �

�ASðx; gÞþ 1�/f ; x 2 0; pM
� �

cTðxÞg� dms
� 	2

; x 2 xs; p½ �
cTðxÞg� 0; x 2 0; p½ Þ

8>><
>>:

ð12Þ

Among these constraint inequations, the third is the constraint for stopband
attenuation, and the last one represents the condition for gðnÞ to be the corresponding
autocorrelation of hðnÞ. Consequently, this optimization problem can be easily solved
by linear programming. Note that, though the design problem is with respect to gðnÞ, it
is definitely optimized for the prototype filter as long as it could be retrieved by spectral
factorization.

After getting the autocorrelation coefficients gðnÞ, the spectral factorization for
minimum stopband energy is carried out to retrieve the prototype filter hðnÞ. which is
analogous to those in [12]. An example with M ¼ 8 and several different values of /f

can be found in Fig. 1. In these figures, the nearly superposed zero pairs on the unit
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circle are partitioned into two different zero groups, which determine the frequency
response of stopband. Meanwhile, the other reciprocal pairs are uniformly separated,
which would limit the passband ripples. The final zero groups ‘○’ and ‘*’ explicitly
make up the obtained subfilter subfilters ‘h1’ and ‘h2’.

3.2 Filter Design Examples

First, we define the typical performance indicators include the passband ripples (Rp),
the stopband attenuation (As), the stopband energy (Es), the deviation of Nyquist in
time-domain (ISIt) [9] and in frequency-domain (ISIf ), viz.,

Rp ¼ �20 lgð1� dpÞ ; dp ¼ max
x2½0;xp�

FðxÞj j � 1j j ð13Þ
As ¼ �20 lgðdsÞ ; ds ¼ max

x2½xs;p�
FðxÞj j

Es ¼ sTðxÞg or Es ¼
R p
xs

Hðx; hÞj j2dx

ISIt ¼
PK
d¼1

g N�1
2 þ dMð Þj jþ g N�1

2 �dMð Þj j
g N�1

2ð Þj j ; ISIf ¼ max
x2½0;pM�

PM�1

k¼0
Aðxþ 2p

M k; gÞ � 1

����
����

8>>>>>>>><
>>>>>>>>:

Referring to the FBMC setting in [13], we set M ¼ 8 and K ¼ 4, which leads to
Np ¼ 33 for the prototype filter and N ¼ 65 for the Nyquist filter. Due to the OQAM
modulation, the roll-off factor is typically chosen as a ¼ 1:0, i.e., the same choice of
PHYDYAS filter [13], which results in fxc ¼ p=M;xs ¼ 2p=Mg. Meanwhile, the
pre-specified threshold /f for Nyquist condition are relaxed to some different extent
0:6; 1; 4 : 4 : 12f g � 10�3 for better frequency selectivity. The numerical results are

listed in Table 1. Note that FðxÞ in above formula should be chosen as Aðx; gÞ or
Hðx; hÞ for gðnÞ or hðnÞ.

From Table 1, we can clearly see the effectiveness of the Nyquist constraint in
frequency-domain, where the resulted ISIt and ISIf are nearly the same. Moreover, a
larger /f brings improvements both on As and Es, which is beneficial for FBMC
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Fig. 1. The spectral factorization results for M ¼ 8 and different /f ’s.
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prototype filter requiring better stopband suppression in FBMC. Such kind of tradeoff
is exactly what the PHYDYAS does not achieve. Besides, we also show the spectral
factorization results in Table 2, where the obtained As and Rp is nearly half of those in
Table 1. Additionally, the resulted ISIt and ISIf in Table 2 are nearly the same as those
before spectral factorization. All of those demonstrate that the two-phase method
including constrained optimization and spectral factorization is effective for NPR
prototype filter design.

4 Simulation and Analysis

In this section, the prototype filter designed by the proposed two-phase method is
compared with the PHYDYAS filter promoted by 5GNOW in terms of both the filter
performance and the bit-error-ratio (BER).

4.1 The Comparison with the PHYDYAS Filter

In the first comparison of performances, only the retrieved subfilters ‘h1’ are adopted
with the constraint thresholds /f ¼ 0:6; 4; 12f g � 10�3, since subfilters ‘h2’ produces
the same performances. The comparison results are presented in Table 3, and for
convenience the PHYDYAS is abbreviated to PHY.

Explicitly, the proposed prototype filters outperform the PHYDYAS filter for the
same K. Meanwhile, the Es gaps of two kinds of filters could be up to two orders of

Table 1. The performances of the Nyquist filter by optimization model (12) ðM ¼ 8Þ.
/f RpðdBÞ AsðdBÞ Es ISIt ISIf

0:6 � 10�3 6.0258 105.1592 1:6808 � 10�7 6:10 � 10�4 6:00 � 10�4

1:0 � 10�3 6.0293 105.3603 1:6283 � 10�7 1:00 � 10�3 1:00 � 10�3

4:0 � 10�3 6.0554 106.9512 1:2334 � 10�7 4:00 � 10�3 4:00 � 10�3

8:0 � 10�3 6.0904 109.6685 7:0680 � 10�8 8:00 � 10�3 8:00 � 10�3

1:20 � 10�2 6.1255 116.8648 3:3380 � 10�8 1:20 � 10�2 1:20 � 10�2

Table 2. The performances of the subfilters after proposed spectral factorization ðM ¼ 8Þ.
/f 0:6 � 10�3 1:0 � 10�3 4:0 � 10�3 8:0 � 10�3

RpðdBÞ h1 3.0009 3.0071 3.0313 3.0595
h2 3.0301 3.0308 3.0588 3.1000

AsðdBÞ h1 52.2281 52.3485 53.1431 54.4826
h2 52.9361 53.0204 53.8427 55.2551

Es h1 1:6957 � 10�7 1:6394 � 10�7 1:2434 � 10�7 7:2396 � 10�8

h2 1:6717 � 10�7 1:6206 � 10�7 1:2193 � 10�7 6:8386 � 10�8

ISIt 6:10 � 10�4 1:00 � 10�3 4:00 � 10�3 8:00 � 10�3

ISIf 5:94 � 10�4 0:99 � 10�3 4:00 � 10�3 7:90 � 10�3
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magnitudes. Due to the nearly equivalent relation between Es and OOB radiation, the
improved Es must be beneficial in many applications such as CR network. On the other
hand, thanks to the flexible tradeoff in our method, it might be possible to reduce the
filter length by replacing smaller value of K. In Table 3, it can be seen that the filter
performances are sacrificed in our filter of K ¼ 3, but it still produces comparable or
even better performance than the PHYDYAS filter of K ¼ 4.

4.2 The BER Test

The simulation parameters are set according to Table 4.1.6 of [14]. In simulations, two
interference factors are taken into account.

(1) The carrier frequency offset (CFO) being set to 0.2 or a random number uniformly
distributed in −0.2–0.2.

(2) In simulated CR-like scenarios, two users occupy half of the subchannels and
posses power ratio 1:1 or 1:5. In the later case, the BER of the user with small
power will be calculated.

Figures 2 and 3 show the BER simulations under different CFO effects and user
power setup. In the case of power ratio 1:5, either ‘CFO = 0.2’ or random CFO will

Table 3. The comparison between the prototype filters in our design and the PHY filters.

M ¼ 8 Np RpðdBÞ AsðdBÞ Es ISIt ISIf
PHYA, K ¼ 4 33 3.0103 39.8582 1:0759 � 10�5 0:82 � 10�3 0:63 � 10�3

PHYB, K ¼ 3 25 2.9946 32.5643 8:0357 � 10�5 4:10 � 10�3 3:80 � 10�3

h1A, K ¼ 4, /f ¼ 0:6 � 10�3 33 3.0009 52.2281 1:6957 � 10�7 0:61 � 10�3 0:59 � 10�3

h1B, K ¼ 4, /f ¼ 4:0 � 10�3 33 3.0313 53.1431 1:2434 � 10�7 4:00 � 10�3 4:00 � 10�3

h1C , K ¼ 4, /f ¼ 1:2 � 10�2 33 3.0947 58.1638 3:3758 � 10�8 1:20 � 10�2 1:19 � 10�2

h1D, K ¼ 3, /f ¼ 0:6 � 10�3 25 2.9870 38.8187 4:6365 � 10�6 0:77 � 10�3 0:72 � 10�3

h1E , K ¼ 3, /f ¼ 4:0 � 10�3 25 2.9871 38.9423 4:4688 � 10�6 4:20 � 10�3 4:10 � 10�3

h1F , K ¼ 3, /f ¼ 1:2 � 10�2 25 2.9874 39.2507 4:0704 � 10�6 1:21 � 10�2 1:23 � 10�2
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Fig. 2. The BER comparison for the filters in Tab.III: the case for power ratio 1:1.
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cause severe interference and degrade the BER performance, yet the proposed filters
show some superiority to the PHYDYAS filters. While in the case of power ratio 1:1, it
is clear to see the BER difference between our prototype filter and the PHYDYAS
filter. Moreover, we can find that the frequency selectivity is more important than the
Nyquist condition, since the interferences caused by relaxed Nyquist condition are
smaller than the residual interferences by CFO. As a conclusion, the h1C is the best one
and the h1F provides a suitable tradeoff with reduced filter length.

5 Conclusions

Combining the NYQ filter optimization and the spectral factorization aimed at mini-
mum stopband energy, this paper provides a flexible design for prototype filter in
FBMC systems. From the examples and BER simulations, it is evident that the resulted
nonlinear-phase SR Nyquist filter with relaxed Nyquist condition are superior to the
widely-employed PHYDYAS filters. These filters have a flexible tradeoff for better
frequency selectivity, a strengthened robustness against ICI, and the ability to reduce
the filter length, which may benefit FBMC practical application in such as CR networks
and burst transmission.
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