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Abstract. In view of the feature points extracted by the SIFT algorithm can not
fully represent the structure of the object and the computational complexity is
high, an improved Harris-SIFT image matching algorithm is proposed. Firstly,
the feature points of the image are extracted by Harris corner detection operator.
Then, the feature points are described by using the 28 dimension increasing
homocentric square window. Euclidean distance is used as the similarity mea-
sure function in the matching process. Finally, simulation results show the
validity of the improved algorithm, providing a new thought for the research
into the image matching.
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1 Introduction

Image matching is a kind of algorithm for finding similar image block, which is mainly
based on the similarity and conformity analysis of image content, characteristics, grey
degree, etc. [1]. Image matching technology has been applied to 3D Reconstruction [2],
target tracking, remote sensing data analysis and many other fields [3, 4]. But it is still a
problem to find one with high real-time and high precision from so many existing
algorithms at present.

In recent years, there have been numerous image matching algorithms, including
Moravec detection operator, Harris detection operator [4] and SUSAN detection
operator [5]. SIFT (scale invariant feature transform) algorithm, PCA-SIFT algorithm
[6], SVD matching method and Integration image method are new algorithms in
modern society. In 2004, Lowe presented SIFT algorithm based on Local invariant
descriptors. It has been broadly applied in many scenes with rotating zoom, partial
occlusion, scale invariant, etc. [7]. But the feature points extracted by the SIFT operator
do not fully represent the actual structure of the object. Beyond that, SIFT descriptors
are quite complicated in calculation [8] and weak in real-time performance. On the
basis of the above disadvantages, SIFT algorithm is not applicable to the higher
requirements [8, 9]. The angle point features extracted by Harris operator is a good
indication of the physical characteristics of the object, which is a stable angle point
extraction algorithm [10].

This paper discusses the problem of the poor real-time performance of SIFT
algorithm, and improves the descriptors of SIFT. In addition, this paper presents an
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improved Harris SIFT algorithm in combination with the Harris point detection
operators. The simulation results demonstrate the effectiveness of the proposed
algorithm.

1.1 Feature Point Detection Algorithm

The basic idea of SIFT algorithm: firstly, the scale space of image is constructed, and
the key points are detected by extreme value detection in scale space, and the points
with low contrast points and unstable edges are removed. Then the main direction of
the key point is determined in scale space, and finally describe the key points, and make
the descriptors unique.

1.2 Extreme Value Detection in Scale Space

Scale space is a theory which is simulating multi-scale characteristics to analog image
data. SIFT algorithm finds the key points in different scale spaces. And the only linear
kernel of scaling transformation is the Gauss convolution kernel. Therefore, the scale
space of an image Lðx; y; rÞ is defined as the convolution of a variable scale Gauss’s
function with the original image. e.g. (1):

Lðx; y; rÞ ¼ Gðx; y; rÞ � Iðx; yÞ ð1Þ

where: r is scale parameter.
In order to obtain more stable image features, difference of Gaussians (DoG) is

proposed, e.g. (2):

Dðx; y; rÞ ¼ Lðx; y; krÞ � Lðx; y; rÞ ð2Þ

where: k is related to the number of layers per dimension s in the scale space, k ¼ 2
1
s .

In order to obtain the extreme points in the scale space. Each pixel needs to be
compared with the 26 points, including the pixel scale, the same scale and the upper
and lower scales. If it is the maximum or minimum in its adjacent points, the point is
considered to be the extreme point in the scale space.

The key point which is obtained by the method of above-mentioned is the extreme
points of discrete space, is not really extreme point. So the DOG function should be
fitted of a curve, and then repeatedly interpolated to get continuous space extreme
points. And the number of iterations or beyond the image boundary points are removed
to obtain accurate positioning. At the same time, the low contrast points and edge
unstable points are removed, so that the noise immunity can be enhanced.

1.3 Allocation of Key Points

In order to make the descriptor have rotation invariance, the directional parameters of
each key point are obtained according to the gradient direction distribution feature of
the neighborhood pixels of feature points. The formula of calculating the modulus
mðx; yÞ and direction hðx; yÞ of the gradient which belongs to the feature points, (3) and
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(4). Histograms are used to represent the gradient size and direction of pixels, and the
peak direction of the histogram is the main direction of the key points. Using a column
at 10 degrees, 0°–360° is divided into 36 columns. We give 8 columns, one of which is
the main direction and the other is the auxiliary direction.

mðx; yÞ ¼ ððLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þðLðx; yþ 1Þ � Lðx; y� 1ÞÞ2Þ12 ð3Þ

hðx; yÞ ¼ tan�1 Lðx; yþ 1Þ � Lðx; y� 1Þ
Lðxþ 1; yÞ � Lðx� 1; yÞ ð4Þ

1.4 Key Point Descriptor Generation

First, the coordinate axis is rotated to be consistent with the main direction of the
feature points, so as to ensure rotation invariance. Neighborhood statistics range of
SIFT for each of the key points is 16 � 16 pixel window, and divide it into 4 � 4 sub
regions, each sub region containing 4 � 4 pixels, and then calculate the gradient of 8
directions in each sub area of the histogram; last sort vector information on the 8 the
direction of each sub region in the vector sorted form a 4 � 4 � 8 = 128 dimensional
feature descriptor. Such a feature descriptor has the invariance of scale change, geo-
metric deformation and illumination change.

The 128 dimensional descriptor of this algorithm makes the computing complexity
and the real-time performance poor, and the detected feature points can not show the
physical structure of objects.

2 Improved Harris-SIFT Algorithm

2.1 Detection of Feature Points

The principle of Harris corner detection is: taking a small window to move toward any
direction in infinitesimal displacement by centering on target pixel; only when the
center of this window is corner that the gray feature values of window change in all
directions. According to the variation degrees of gray feature values in each direction,
the feature and location information of corners in image can be determined. The gray
degree variation is presented by the analytical formula as follows:

Eðx; yÞ ¼
X

wx;yðIxþ u;yþ v � Ix;yÞ2 ¼ u v½ �M u
v

h i
ð5Þ

In this formula, u is the displacement of small window centering on (x, y) in the
direction of X; v is the displacement in direction Y; wx;y is Gauss window function; I is
function of image gray scale.

58 Y. Cao et al.



Calculating the value of matrix M:

M ¼ I2x IxIy
IxIy I2y

� �
ð6Þ

where Ix and Iy respectively are the gradient values of image pixels in horizontal as well
as vertical directions.

Calculating the interest values of each pixel corresponding to original image, which
is R value:

R ¼ DetðMÞ � kTr2ðMÞ ð7Þ

where k is experience value taken 0.04–0.06. When the R value in certain point is
greater than the given threshold value T, this point is deemed as corner. The threshold
value T in this paper is 0.05.

2.2 Description of Feature Points

This paper will adopt neighborhood information to improve descriptor because of its
strong anti-noise ability. The layer-by-layer increasing homocentric square window is
applied in this paper to describe the neighborhood information of key points. This
method divides the neighborhood around key point into 4 regions so as to establish 28
dimension feature point descriptor. The layer-by-layer increasing homocentric square
window indicates that, the pixel closer to key point will generate stronger influence on
ultimate feature description.

The specific construction method is: taking the window in key point closer to
20 � 20 pixel as the neighborhood scope of this key point for statistics, and regarding
the 4 adjacent neighborhoods as first group; then expanding 2 pixels in each direction
of first group and taking this neighborhood circle as second group; expanding 3 pixels
in each direction of second group to obtain the corresponding neighborhood circle;
expanding 3 pixels in each direction of third group to obtain the corresponding
neighborhood circle as shown in Fig. 1. Finally, calculating the gradient accumulated
values in 8 directions of pixel in each group. The feature vectors of 1–4 dimensions
belong to first group, just as the style a shown in the diagram. The feature vectors in
second group are adopted as 5–12 dimensions. I this ways, the feature vectors of 28
dimensions are acquired; such arrangement presents that, the pixel closer to key point
will generate stronger influence on feature description. The grayscale accumulated
values of pixels within each region is computed and normalized to obtain the feature
descriptor with illumination invariants.

The grayscale accumulated values of pixels within each region is computed and
normalized to obtain the feature descriptor with illumination invariants. The following
formula is acquired by normalizing grayscale accumulated values:

fi ¼ fi

, ffiffiffiffiffiffiffiffiffiffiffiX4
i¼1

fi

vuut ; i ¼ ð1; 2; 3; 4Þ ð8Þ
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fi ¼ fi

, ffiffiffiffiffiffiffiffiffiffiffiX8
i¼1

fi

vuut ; i ¼ ð1; 2; 3; � � �8Þ ð9Þ

where formula (8) is to normalize the grayscale accumulated value of vectors in first
group; formula (9) is acquired by normalizing the grayscale accumulated value of
vectors in last three groups. Thus, the feature vector of 28 dimension is presented as
follows:

Fi ¼ ðfi1; fi2; � � � fi28Þ ð10Þ

The improved algorithm descriptor is reduced from 128 dimension to 28 dimen-
sion; meanwhile, the contained neighborhood is changed from 16 � 16 into 20 � 20
with more neighborhood information, which not only reduced calculated amount, but
also avoided the loss caused by decrease of seed points.

2.3 SIFT Feature Vector Matching

The Euclidean distance is adopted as similarity metric function to carry our feature
vector matching; k-d tree is utilized to search so as to look for the nearest-neighbor and
next nearest neighbor feature points corresponding to each feature points. In these two
feature points, if the distance ratio through dividing nearest neighbor by next nearest
neighbor is smaller than certain given proportion threshold value, then such pair of
matching point is accepted.

3 Experimental Result and Analysis

This paper firstly uses MATLAB programming to realize image matching and the shot
pictures for test.

Firstly, the matching of similar image pairs in classical SIFT is research so as to look
for the relationship between matching number of image pairs with scale variation of the
same article and matching number of similar image pairs; so a threshold value of

a b

Fig. 1. Schematic diagram of improved feature descriptor
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whether being the image matching number of the same article. The setting of such
threshold helps prevent the wrong matching of similar image. The following is the result
diagram of matching similar images and the same article in rotation transformation.

According to a group of test image above, it can be concluded that, the average
matching number in the matching of similar image pair in Fig. 2(a) is 5, among which
the maximum value 9 and the matching number in the same article is 125. Based on the
test of abovementioned ten groups of similar image pairs, the following table is
obtained:

According to the results in Table 1, it is concluded that, the more the feature points
of articles detected, the more the wrong matching points of image will be. Based on the
statistical data of Table 1, this paper sets wrong matching threshold value M = 15. The
image with matching point pairs less than 15 will be output as wrong matching.

(a) Matching of similar image pairs 

(b) Image matching of the same article in rotation transformation

Fig. 2. Matching test of similar image pair
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Secondly, the matching verification of improved Harris-SIFT algorithm proposed in
this paper is implemented to analyze and compare it with original SIFT algorithm.
Figures 3 and 4 respectively are the experimental results of two image pairs; Table 2 is
experimental result statistics. It is obvious that, the feature points extracted by
improved Harris-SIFT algorithm are corners, which reduced the extraction time of
surplus feature points. In addition, the introduction of layer-by-layer increasing
homocentric square window greatly reduced computational complexity, enhanced
timeliness of original SIFT algorithm, and guaranteed matching correctness.

(1) According to above experimental results, this paper solved three problems of
original SIFT algorithm.

(2) By means of multiple matching experiments of similar images, this paper obtained
the wrong matching value M = 15; the setting of threshold value can effectively
prevent wrong matching of different articles.

(3) This paper adopted Harris corner detection algorithm in the detection stage of
feature point, which eliminated many not obvious feature points, reduced com-
putational complexity and enhanced correct matching rate; besides, the corners
obtained can better embody article characteristics.

(4) In the stage of feature description, this paper adopted 28 dimension layer-by-layer
increasing homocentric square window, which greatly shortened computation
time and enhanced matching timeliness.

Table 1. Statistics of similar image pair matching test

Test group 1 2 3 4 5 6 7 8 9 10

Mean value 5 2 8 4 6 5 7 4 6 3
Maximum value 9 6 14 8 11 12 14 9 12 7
Matching number of same object 125 78 143 112 119 98 127 103 136 63

(a) Scaling image pair 

(b) Image pair in rotation compression

Fig. 3. Matching of original SIFT algorithm
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4 Conclusion

The SIFT algorithm has the advantages of good scale, rotation, angle and light
invariance, which is widely used in image matching. This paper presents an improved
Harris SIFT algorithm based on the Harris angle point detection algorithm. The
algorithm uses the Harris operator to detect angle points, then improves the descriptor
for the SIFT operator. This algorithm describes the character points in a 28-dimensional
incremented rectangular-ambulatory-plane descriptor, and finally uses European dis-
tance as the measure function to match. Experimental results show that the feature
points extracted by the improved algorithm can be a very good reflect the structure of
the object, and greatly reduce the matching time, improves the accuracy of matching
as well.

Funding Project. This paper is supported by the project of young creative talents training
program of Heilongjiang undergraduate higher education institution (UNPYSCT-2015039).

(a) Scaling image pair

(b) Image pair in rotation compression 

Fig. 4. Improved Harris-SIFT algorithm matching

Table 2. Statistics of matching results

Image pair a b

Reduced
parameter

Matching
number

Matching
time/s

Correct
matching
rate/%

Matching
number

Matching
time/s

Correct
matching
rate/%

Original SIFT
algorithm

30 0.098 90.0 63 0.134 92.1

Improved
Harris-SIFT
algorithm

22 0.054 95.5 46 0.085 95.7
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