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Abstract. Recently, it is difficulty for ordinary users to find their own points of
interest when facing of massive information accompanied by the popularity and
development of social networks. Recommendation system is considered to be
the most potential way to solve the problem by profiling personalized interest
model and initiatively pushing potential interesting contents to each user.
However, collaborative filtering, one of the most mature and extensively applied
recommender methods currently, is facing problems of data sparsity and
diversity and so on, causing its effect unsatisfactory. In the article, we put
forward DLRRS, a new recommendation system depending on double linear
regression models. Compared with the traditional methods, such as item average
scores, collaborative filtering, and rating frequency, DLRRS has the best pre-
dictive RMSE accuracy and less fluctuation. DLRRS also has high real-time
performance, which makes the system complete all the calculations in the time
of Q(n).
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1 Introduction

The popularity and growing of social networks have changed the way people passively
access information in last several years. And the content generated by users has
exploded. For ordinary users, it is difficult to find their own points of interest when
facing of massive information. The web portals, such as Yahoo, USA.gov, etc., help
users quickly index by sorting information with their attributes. And the search engines,
such as Google, Baidu, etc., return the most relevant content by analyzing the queries
entered by the user. Although they greatly improve the efficiency of the information
accessing, they need for users’ close participation, and cannot automatically perceive
the users’ interests. Moreover, the users are often confused of their real demands, or
cannot use keywords to describe his/her own interests. In addition, the results returned
from classification and searching technology lack personality which causing poor user
experience. By analyzing the user’s historical behavior, recommendation system [1]
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profiles personalized interest model for each user, and initiatively pushes potential
interesting content to the user. Therefore recommendation system is as being the most
potential method for solving the information overload issue.

In the article, DLRRS, a new recommender system depending on double linear
regression models is presented. With the prepared inputs, DLRRS establishes double
linear regression models of the certain score and the highest frequency score of user or
item by using the frequency information of the user or the item, and then uses the
models to predict the unknown score directly according to the historical score fre-
quency as the system outputs. Compared with the traditional methods, DLRRS has the
best predictive accuracy in the term of RMSE and less fluctuation. DLRRS greatly
reduces the computational complexity, which makes the system complete all the cal-
culations in the time of Q(n). So it is easy to be applied to the actual industrial
production. Using the group wisdom and the statistical parameters to estimate the
model parameters, DLRRS has a good anti-noise ability. DLRRS also has a good
capability of the incremental update, which makes the system complete update to the
new user behavior in constant time, leading to high real-time performance.

2 Related Work

A recommender system is defined as: “attempt to recommend the most suitable items
(products or services) to particular users (individuals or businesses) by predicting a
user’s interest in an item based on related information about the items, the users and the
interactions between items and users” [2]. Currently, the most widely used personalized
recommendation systems mainly depend on the collaborative filtering-based methods.
Collaborative filtering systems mainly use two kinds of methods [3]: heuristic-based
approaches [4—7] and model-based approaches [8—11].

The heuristic-based methods obtain the user score matrix by making use of the
hidden or explicit behavior of the user firstly. And then it calculates the similarity
between items or users. Finally, according to the score and similarity of neighbor users
or items, the forecast score and the recommended results are achieved. The
heuristic-based method could be further divided into user-based approach [12] and
object-based approach [13]. Because of its ease of deployment and efficient features,
heuristic-based methods are now widely used in commercial systems such as Amazon.
However, the sparseness, diversity of data, and other issues make the recommendation
performance of heuristic-based methods difficult to improve.

To elevate recommending preciseness, the model-based approaches exploit item
scoring matrix for training more accurate scoring models, such as clustering [14, 15],
Bayesian belief network [16], Markov decision process [17] and the potential semantic
model [18], etc. Although the model-based approach improves the prediction accuracy,
they also face problems such as complex model, various parameters and strong
dependency on large statistical properties of the data set. The above reasons also cause
model-based methods difficult to apply to practical recommendation systems.

In the article, we put forward DLRRS, a new recommender system depending on
double linear regression models. DLRRS establishes double linear regression models,
and then uses the models to predict the unknown score directly according to the
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historical score frequency. Compared with the traditional methods, DLRRS has the best
predictive accuracy in the term of RMSE and less fluctuation. DLRRS also improves
time performance which is easy to be applied to the actual industrial production.

3 The System Implementation of DLRRS

According to the system workflow, DLRRS consists mainly of three parts: data
preparation, establishing double linear regression models and prediction result output,
described as followings.

3.1 Data Preparation

Firstly, DLRRS requires a certain size of known data to prepare for subsequent
modeling and output of the results. Specifically, the data which should be prepared in
advance mainly need to include three elements: users, items and user ratings of items.
Through the known data, after the subsequent modeling, and calculation the predicted
unknown user ratings could be obtained consequently.

3.2 Double Linear Regression Models

In the second step, we use linear regression method to establish double models: a
model between the user’s highest frequency score and items’ scores, and a model
between scores of all items and scoring frequency of the corresponding items.

The standard linear regression model is described as following formulas [19].
Given a dataset {y;, xi,...,xp};_, of n statistical blocks, the model assumes that the
relationship between the dependent variable y; and the p-vector of regressors x; is
linear. With error variable ¢;, the model takes the form:

y,-:ﬁ01+ﬁ1xi1—|—...+[3pxip+ei:xfﬁ—&—e,-,i: 1,...,1’1. (1)

where T represents the transpose, so that x! 8 is the inner product between vectors x;
and f5.

Using the above linear regression method, the first model between the user’s score
for the items and the user’s highest frequency score could be established. And then we
could use the model to predict and score non-rated items of the target users. First of all,
traverse all users, and each user u makes an n-dimensional vector of the historical
ratings of all the evaluated items, where n is the items’ count evaluated by the customer
u, ie Y, = [ru‘il,rutiz, U T NP ru,in}, where r,;, represents the customer u’s score
on item ix. Then it calculates the highest score in the historical score of the item
involved in Y, and divides the result into the vector X, in the order of the items in Y,
i.e. Xy = [Xij, Xiy, - - - Xiy s - - -5 Xi, |, Where x;, indicates the highest score for the historical
score of the item ix. Assume Y, and X, satisfy the relation Y, = B,Xy + €4, where f3,
and ¢, are real numbers. Applying the least squares method [20], the empirical fitting
equation of the above relation is described as followings:
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Similarly, we propose the second model between the score of all items and scoring
frequency of the corresponding items depending on score conditions to predict scores.
First of all, traverse all the items, each object i constitutes an m-dimensional vector Y;
of all the historical score of i, i.e. Yi = [ly,isTuy.is - - > Lugis - - - Tuyii)» Where 1y, i repre-
sents the customer uy’s score on item i. Then it calculates the highest score of the user’s
historical scores involved in Y;j. And the results make up the vector X; in the order of
the users in Y, i.e. Xi = [Xu;, Xuys - - «» Xugs - - - Xuy, J» Where xy, is the highest rated score
in the user uy’s historical scores. Assume Y; and X; satisfy the relation Y; = B;X; + &,
where B; and ¢g; are real numbers. Applying the least squares method, the empirical
fitting equation of the above relation is described as followings:

Yi = BiXi+¢
B =2 (3)
& =Y; — BiXi

3.3 Prediction Result Output

In the final step, using the recommendation method of linear regression, the previously
obtained predicted outcome is merged as the result of the user’s evaluation of the items.
Firstly, we use the most frequently occurred score X; of the historical scores of the
predicted items as the input of formula (2). Thus the forecast score Y, is calculated as
output. Secondly, we use the most frequently occurred score X, of the historical scores
of the predicted users as the input of formula (3). Thus the forecast score Y; is cal-
culated as output. In the end, the user u’s rating vector on the all undisclosed items is as
followings:

Yu+Yi

P, =
2

(4)
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Based on the requirements of DLRRS, the system is able to sort and select N items
with the highest predicted values in P, as the final output.

3.4 The Performance Analysis of DLRRS

The actual production environment, especially the large real system with over 100
million users and commodities, which is more time-sensitive, always has a certain
demand for the response time of the recommended results. By the analysis of DLRRS
system, the modeling process based on the average score of the item only needs to
calculate the average score of each item. And the method based on the user and the item
rating frequency also requires only a simple calculation of the highest frequency score
of each user and the highest frequency of the item. So the modeling time of the system
is short. Overall, the method greatly reduces the computational complexity, so that the
algorithm is able to complete all the calculations in Q(n) time. In summary, the
modeling time and prediction time of DLRRS are highly competitive and can meet the
requirements of the real system for forecasting time performance.

4 Experiments and Evaluations

4.1 The Dataset of Experiments

To test the performance of DLRRS, the published real dataset MovieLens [21] is used
for experimental evaluation is. The MovieLens dataset is a set of film scores graded by
a group of users, which is collected by the GroupLens research team at the University
of Minnesota from the MovieLens website. The group published three different sizes of
datasets. We select the 1 M dataset of MovieLens for experiments, which includes 1
million scores on 3952 films from 6040 users. Each score is an integer between 1 to 5.
The value size indicates the users’ preference for the certain film. Each user graded at
least 20 movies. And the users and the movies are numbered with consecutive integers.

4.2 Evaluation Methods and Indicators

The MovieLens 1 M dataset is randomly divided into training sets and test sets
according to certain proportion. Based on the double linear regression models, DLRRS
uses the training set of the film score of users, and trains model parameters. Then the
system predicts the users’ scores on the film in the test sets. The smaller the gap
between the forecasted scores and real scores, the higher the prediction accuracy of the
recommendation system provides. Therefore, we use Mean Absolute Error (MAE) [3,
22] and Root Mean Square Error (RMSE) [3, 23] to measure the performance of the
recommended systems. If the test set contains the actual score r,; of the user u for the
movie i, the predicted score given by the DLRRS is p,; (p,; € Py), then the definitions
of MAE and RMSE are as shown in following equations:
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Z(u,,')g"’u,i — Pyl

MAE =
7]

(5)

Z(u,i)eT (ru,i - Pu,i)z

RMSE =
7]

(6)

where (u, 1) indicates the customer movie pair. T indicates the set of all user movie
pairs in the test set. And accordingly, |T| is the number of user movie pairs to be
predicted in the test set.

Based on the indicators of MAE and RMSE, we choose some of the most com-
monly used recommendation methods including the recommendation method based on
item average scores (IA), the collaborative filtering method based on items (ICF), the
method directly using weighted user rating frequency and item rating frequency (RF) as
the contrast references to the DLRRS in the experiments. And in order to compare the
tolerances of data sparseness in different recommended methods, we divide the
MovieLens 1 M dataset into different proportions of training sets and test sets. The
training set ratio increases from 10% to 90% with 10% step size.

4.3 Evaluation Results

For the four recommendation methods, the evaluation of MAE and RMSE are dis-
played in Figs. 1 and 2. In above figures, each approach shows the maximum, mini-
mum, average values (three horizontal lines) and distribution (the shadow area) of
MAE/RMSE result under the conditions of different proportions of training sets.

1.00 1 f
0.95 1

0751 E E

1A ICF DLRRS

Fig. 1. The MAE comparison result.

From the experiment results, it shows that DLRRS provides the best performance in
RMSE comparison, and has a small gap to RF method in MAE comparison. However,
compared to the MAE, RMSE enlarges data fluctuation between the forecasted scores
and actual scores by squaring. Therefore, DLRRS has the best predictive accuracy in
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Fig. 2. The RMSE comparison result.

the term of RMSE and less fluctuation, which is superior to the existing collaborative
filtering methods. At the same time, it can be seen that the RF accuracy is also high,
indicating that the score frequency information has great value for the scoring forecast.

5 Conclusion

In the article, we put forward the DLRRS, a new recommendation system based on
double linear regression models, and introduce its system implementation. Compared
to other recommended methods such as collaborative filtering, DLRRS has the best
RMSE predictive accuracy and less fluctuation. In the future, we will continue to
optimize the DLRRS system to enhance its performance in multi-aspects.
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