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Abstract. Digital signal modulation recognition is the technology of
signal recognition. In the non-cooperative communication field, the tech-
nology is used to process signal and extract feature, and recognize the
signal. Because of small distance and intersection between feature classes
of digital signal fractal box dimension, its difficult to recognize the sig-
nal. This paper proposes a new algorithm. This algorithm is based on
time frequency image of two dimensional fractal box dimension feature
extraction.
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1 Introduction

In recent years, with the rapid development of software radio technology, commu-
nication reconnaissance, confrontation and other modern information technology
research has become research hotspots [1]. Radio technology plays an important
role both in the civil and military fields. Electronic reconnaissance technology is
of great importance to the promotion of civil technology and the enhancement
of national defense. Wireless communication uses spatial electromagnetic radia-
tion to transmit images, text, sound and other information. The open channel
environment makes communication reconnaissance possible [2]. Signal recogni-
tion technology has become an important means of electronic reconnaissance.
The signal recognition technology realizes the signal identification by extracting
the characteristic parameters of the received signal according to the difference
between the different signal characteristics. At present, signal recognition algo-
rithm can be divided into two categories [3]. The first category is based on test
method of decision theory, the second category is based on statistical model of
identification methods [4].

The signal modulation recognition method based on decision theory can the-
oretically guarantee the optimal recognition results under the Bayes minimum
criterion, but this kind of method has very obvious shortcomings. This method
requires too much parameter information and has large computational complex-
ity [5]. So it is not suitable for real-time classification of signal modulation recog-
nition. The signal recognition method based on statistical mode can be regarded
as a mapping relation. By extracting the effective and stable characteristics of

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

G. Sun and S. Liu (Eds.): ADHIP 2017, LNICST 219, pp. 146–153, 2018.

https://doi.org/10.1007/978-3-319-73317-3_18



A Time-Frequency Method to Recognize the Modulation 147

the signal, the signal is mapped from the time domain space to the feature space.
Then the signal is classified and identified by the difference between the signal
characteristics. The appropriate classification features and decision criteria have
to implement easily. So the algorithm based on statistical mode is more extensive
used in the actual project. Fractal theory has been studied in depth in recent
years. Fractal theory are applied in many fields such as protein sequences, kinetic
structures, liquid structures, DNA sequence analysis, fault diagnosis [6], image
processing [7] and so on [8]. In this paper, we propose a two-dimensional box
dimension feature extraction method based on time-frequency image. Simulation
results show that method proposed in this paper is superior to one-dimensional
signal box dimension feature and is suitable for the classification and recognition
of multiple signals [9].

2 Research on Fractal Feature of Digital Signal

2.1 Fractal Box Dimension Theory

Fractal dimension is a tool to describe the dimension of the object. Among the
many fractal dimension calculation methods, the box dimension algorithm is
simple and can calculate the fractal dimension of the object well [10].

Let (X, d) be an object space, M is a non-empty compact set family of X,
A is a non-empty compact set in X. For each positive number ε, the number of
boxes covering A can be represented by N(A, ε), the box length is ε, then [7]:

N(A, ε) = {M : A ⊂
M∑

i=1

N(xi, ε)} (1)

wherein, x1, x2, · · · , xM are different point and x1, x2, · · · , xM belong to X. The
box dimension is defined

Db = lim
ε→0

ln N(A, ε)
ln(1/ε)

(2)

For signal xi, ε is the time interval of the signal sampling process. In the
calculation of box dimension, ε represents the minimum length of the box and
the length growth rate of the box. For a box with a length of kε to cover the
signal, the number of boxes required is:

s1 = max{xk(i−1)+1, xk(i−1)+2, · · · , xk(i−1)+k+1} (3)

s2 = min{xk(i−1)+1, xk(i−1)+2, · · · , xk(i−1)+k+1} (4)

s(kε) =
N0/k∑

i=1

|s1 − s2| (5)

In formula (5), i = 1, 2, · · · , N0/k, k = 1, 2, · · · ,K, N0 is signal trunca-
tion length, and K < N0, s(kε) is the signal amplitude range, then Nkε is
expressed as:

Nkε = s(kε)/kε + 1 (6)
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For the fitting curve of lg kε ∼ lg Nkε, calculating the box dimension is chosen
to select a better linear segment. After the logarithm, formula (7) is available

lg Nkε = −dB lg kε + b (7)

In formula (7), k1 � k � k2, k1 is the starting points of the number of
boxes. k2 is the ending points of the number of boxes. The Least-Mean-Square
algorithm can be used to calculate the straight slope of the segment. The box
dimension of the signal is calculated:

D = − (k2 − k1 + 1)
∑k2

k=k1
(lg k) · lg Nkε − ∑k2

k=k1
(lg k) · lg Nkε

(k2 − k1 + 1)
∑k2

k=k1
lg2 k − (

∑k2
k=k1

lg k)2
(8)

2.2 Simulation Experiment

In this paper, we identify four different digital modulation signal types. The
modulation signal types include 2FSK, BPSK, 16QAM and MSK. The signal
carrier frequency is fc = 4 MHz, sampling frequency is fs = 4 × fc = 16 MHz,
signal length is Ns = 2048, digital signal symbol rate is Rs = 1000 Sps, 2FSK
signal f1 = 1 MHz, f2 = 2 MHz. The baseband signal is a random code, the
modulated signal is shaped by a rectangular pulse, and the noise is white Gaus-
sian noise. For each type signal, 100 Monte Carlo experiments were performed
at SNR = 0 dB and SNR = 10 dB to generate a sample signal to calculate the
mean and variance of the box dimension. Table 1 is the mean and variance of the
fractal dimension of the four digital signals. Table Remarks: (mean, variance).

Table 1. The fractal dimension mean and variance of signals

SNR 2FSK BPSK MSK 16QAM

μ σ μ σ μ σ μ σ

0 dB 1.510 0.015 1.549 0.015 1.554 0.016 1.601 0.016

10 dB 1.481 0.015 1.607 0.016 1.611 0.016 1.645 0.016

The mean of the signal feature represents the central position of the feature
of the digital signal in the feature space and the class separation between the
features of the digital signal. The variance of signal characteristics represents the
intra class aggregation of the characteristics of digital signals. As can be seen
from Table 1, the fractal box dimension between digital signals has less distance
between classes, but the variance of its characteristic value is small. It shows that
digital signal fractal dimension within the degree of polymerization is good. For
digital signals, there is a strong similarity between the time domain waveforms
of signals. So it is not very good to extract the signal fractal feature from the
fractal box dimension of the signal time domain waveform. Figure 1 is the digital
signal box dimension feature curve with signal to noise ratio (SNR).
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Fig. 1. Digital signal box dimension feature curve with SNR

The signal fractal dimension is a description of the signal dimension. The
lower the complexity of the signal, the smaller the box dimension. It can be
seen from Fig. 1 that the inter-class distance of fractal box dimension of different
signals is small and the characteristic stability is poor. The box dimension curves
of different signals have cross phenomena. The fractal box dimension has a good
ability to distinguish between 2FSK signals at higher signal-to-noise ratio. But
for other digital signals, the inter-class distance between signals is small. It is not
conducive to classify and identify digital signals. So, this paper presents a two-
dimensional box dimension feature extraction method based on time-frequency
image.

3 Research on Two-Dimensional Fractal Dimension
Features Based on Time-Frequency Images

Signal time-frequency conversion is to distribute signal energy in signal time-
frequency plane. It is a conversion of one-dimensional to two-dimensional. The
time-frequency analysis of the signal can effectively reflect the spectral distribu-
tion of the signal over time. Compared to the signal’s time domain waveform,
the time-frequency transformation of the signal can fine describe the local subtle
characteristics of the signal. From the simulation results in the previous section,
we can see that the difference between fractal dimension features of digital signal
time-domain waveforms is not sufficient to be effectively used for the classifica-
tion of signals and the interclass distance between fractal dimension features
is small [11]. The time-frequency diagram of the signal describes the change of
signal over time from the two transform fields, which are time domain and fre-
quency domain. Compared to time domain waveform fractal dimension, signal
time-frequency characteristics can be better used for signal classification and
identification. Therefore, this paper presents a two-dimensional box dimension
feature extraction algorithm based on time-frequency image.
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3.1 Research on Algorithm of Time-Frequency Image Box
Dimension

The improved fractal dimension algorithm is based on signal time-frequency
transform, through the time-frequency image of the signal related processing
and extracting two-dimensional box dimension image features of signal. This is
a conversion of one-to-two-dimensional. Figure 2 shows the concrete flow chart
of the improved algorithm.

Fig. 2. Flow chart of fractal feature extraction of two-dimensional box dimension based
on time-frequency image

The signal time-frequency transform is the distribution of the signal energy
in the time-frequency domain. Therefore, we can convert gray value of the image,
according to the signal in the time-frequency domain of the energy value, which
is the main work of the time-frequency image preprocessing part.

(1) Normalization
In the time-frequency image preprocessing of digital signals, the larger the

energy value of the time-frequency distribution, the larger the gray value in the
corresponding image. The difference between the time-frequency transformations
of different digital signals results in the dynamic range of the gray value of the
time-frequency image is not the same. The size of the gray value have a great
impact on the extraction of signal characteristics. Therefore, in order to reduce
the balance between the different signals, we need to normalize the gray value
of the image preprocessing [5]. x and σ2 are the mean and variance of pixel
value [12].

x =
1
N

N∑

i=1

xi (9)

σ2 =
1

N − 1

N∑

i=1

(xi − x)2 (10)

The gray value of the normalized pixel is:

x̂ =
xi − x

σ
(11)

(2) 2D image box dimension feature extraction
For a digital signal time-frequency grayscale, we set the image size is M ×M ,

and divide the M × M pixel image into s × s sub-blocks (1 � s � M/2, s is an
integer), let

r = s/M (12)
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The time-frequency image gray-scale value of the digital signal is a three-
dimensional surface in the spatial coordinates. x and y represent the coordinate
position of the pixel, and z represents pixel gray value. x − y plane is divided
into s × s squares, which become a s × s × s′ box. The s′ satisfies formula (13):

M

s
=

G

s′ (13)

G is the total gray scale. We suppose the max(i, j) of the image grayscale
in grid (i, j) fall in the kth box. At the same time, the min(i, j) of the image
grayscale in grid (i, j) fall in the lth box. Set (i, j) grid boxs box number is
nr(i, j), the number of boxes require to cover the entire image is Nr, then:

nr(i, j) = l − k + 1 (14)

The fractal dimension of the image is:

D = lim
r→0

log Nr

log(1/r)
(15)

3.2 Simulation Experiment

In order to verify the feasibility of the algorithm, this paper simulates four kinds
of common digital signals, in which simulation conditions are consistent with
Sect. 2.2. Each signal is subjected to 100 Monte Carlo experiments at each SNR
condition. The signal conducts low-pass filtering, SPWVD time-frequency con-
version grayscale transformation and normalization, at last extracting the fractal
dimension features of time-frequency images according to the algorithm in this
paper. Table 2 is the mean and variance when the time-frequency image frac-
tal features is under the SNR = 0 dB and SNR = 10 dB simulation conditions,
and the table notes (mean, variance). Figure 3 is the curve in which signal time-
frequency image fractal dimension feature changes with SNR.

Table 2. The fractal dimension mean and variance of signals

SNR 2FSK BPSK MSK 16QAM

μ σ μ σ μ σ μ σ

0 dB 1.233 0.013 1.237 0.019 1.233 0.035 1.273 0.019

10 dB 1.230 0.009 1.279 0.012 1.293 0.009 1.300 0.015

It can be seen from Tables 1 and 2 that signal time-frequency image fractal
box dimensionality variance is smaller than signal one dimensional fractal box
dimension characteristic variance. So it proves that the intra-class polymerization
degree of fractal box dimension feature of digital signal time-frequency image
is relatively good. From Fig. 3, we can see that 16QAM signal and the other
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Fig. 3. Signal time-frequency image fractal dimension with SNR

three kinds of signal dimension feature has a clear interclass distance. Compared
with the one-dimensional box dimension characteristic curve of digital signal in
Fig. 1, the characteristic curve of time-frequency fractal dimension of digital
signal is gentle with the change of SNR. For the signal characteristics, it is
shown that the time-frequency fractal dimension of the signal is better than the
one-dimensional box. Therefore it is more suitable for the signal classification
and identification. Comprehensive comparison, the signal time-frequency image
feature fractal dimension proposed in this paper is better than signal dimension
box dimension features. And it is suitable for classification and recognition of
multi-class signal.

4 Conclusion

In this paper, the feature extraction algorithm of digital signal is simulated
and improved. For the digital signal fractal box dimension feature distance is
small and the box dimension curve has a cross term, it is not suitable for a
variety of digital signal classification and recognition. This paper presents a two-
dimensional box dimension feature extraction algorithm based on time-frequency
image. Simulation results show that the improved algorithm proposed in this
paper has a good ability to distinguish 16QAM signals.
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