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Abstract. QR decomposition (QRD) is one of the performance bottle-
necks of transceiver processor in the multiuser multiple-input-multiple-
output (MU-MIMO) systems. This paper proposes a QRD algorithm
based on the existing modified Gram-Schmidt (MGS) algorithm and
iteration look-ahead MGS (ILMGS) algorithm, which is named modi-
fied ILMGS (MILMGS) algorithm. A corresponding hardware architec-
ture based on the proposed MILMGS algorithm is designed in 0.13µm
CMOS technique to decompose the 4×4 real matrix. The implementation
results show that the gate count of the designed hardware architecture
is 250.2K, the throughput and the critical path are 95.2M/s and 3.5 ns
respectively.
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1 Introduction

The multiuser multiple-input-multiple-output (MU-MIMO) technique has
attracted considerable interests, because of the continuously increasing demand
for high data rates and high spectrum efficiency. And the MU-MIMO technique
has been adopted in several wireless communication standards, such as IEEE
802.11n [1], IEEE 802.11ac [2] and IEEE 802.16e [3]. In order to simultaneously
serve multiple users in the same frequency band, various precoding algorithms
are proposed. Most of this algorithms are complicated and difficult to implement
in MIMO systems [4,5]. Consequently, exploiting the hardware architecture for
this algorithms has important significance.

For presubtraction of the multiuser interference (MUI), Costa [6] proposed
the dirty paper coding (DPC) algorithm in his representative literature “writing
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on dirty paper”. The DPC algorithm is the optimal precoding algorithm, how-
ever, it is very difficult to implement in practical communication systems, due
to its unreachable computational complexity [4,5]. Some practical DPC algo-
rithms have been proposed to reduce the computational complexity. Tomlinson-
Harashima precoding (THP) is one of the most popular practical algorithms, and
has gained great attentions in some communication research communities [7–9].
And QR decomposition (QRD) is the primary part in most THP algorithms.

The existing QRD hardware architectures of MIMO systems mainly base on
the Givens Rotation (GR) [10–12] algorithm and the modified Gram-Schmidt
(MGS) [13–17] algorithm. Due to using the coordinate rotation digital computer
(CORDIC) algorithm in the GR algorithm, it can significantly reduce the cor-
responding hardware overhead. However, because the GR algorithm annihilates
the elements one by one, it leads to longer processing latency. Compared to
the GR algorithm, the MGS algorithm annihilates the elements one column by
one column. Therefore, it significantly reduces the processing latency. To further
reduce the processing latency, the iteration look-ahead MGS (ILMGS) algo-
rithm is propose in [18]. Due to involving several high computation complexity
operations (square root and division) in ILMGS algorithm, the corresponding
hardware architecture costs large hardware overhead.

In this paper, a modified ILMGS (MILMGS) algorithm is proposed for the
QRD of MIMO systems, and a new triangular systolic array (TSA) architecture
is designed based on the proposed MILMGS algorithm. The Newton-Raphson
(NR) algorithm is used in the proposed MILMGS algorithm to reduce the hard-
ware overhead. Moreover, the designed hardware architecture is implemented
to decompose a 4 × 4 real matrix, the implementation results show that the
throughput performance and the latency performance of the designed TSA hard-
ware architecture are 95.2 MHz and 53 clock cycles respectively, the gate count
and the critical path of the designed TSA architecture are 250.2 K and 3.5 ns
respectively.

The rest of the paper is organised as the follows. In Sect. 2, we illustrate the
traditional QRD algorithms and propose the MILMGS algorithm. In Sect. 3, the
designed hardware architecture for QRD with MILMGS algorithm is presented.
In Sect. 4, we provide the implementation results and some comparisons with
the existing works. Finally, Sect. 5 draws the conclusions.

2 QR Decomposition Algorithm

The existing QRD hardware architectures for MIMO systems mainly base on
the GR algorithm and the MGS algorithm respectively. The proposed QRD
algorithm (MILMGS) is based on the modified MGS algorithm (ILMGS). Hence,
we only focus on the MGS algorithm and the ILMGS algorithm in the following,
the proposed MILMGS algorithm is also provided in this section.

A n × n real matrix A can be decomposed to an upper triangular matrix R
and an unitary matrix Q by QRD algorithm. In order to simplify the description,
the size of real matrix A is set to 4× 4, xi and ai,j represent the elements in ith
column and the (i, j) element of matrix X respectively in this paper.



166 C. Liu et al.

2.1 MGS Algorithm

The MGS algorithm performs QRD one column by one column. Firstly, The
element r1,1 of upper triangular matrix and the first column elements of unitary
matrix Q can be computed as follows

r1,1 = ‖a1‖2 =
√

(a1,1)
2 + (a2,1)

2 + (a3,1)
2 + (a4,1)

2 (1)

q1 = a1

r1,1

q1,1 = a1,1
r1,1

, q2,1 = a2,1
r1,1

, q3,1 = a3,1
r1,1

, q4,1 = a4,1
r1,1

(2)

The elements r1,j , 1 < j ≤ 4 are obtained by elements q1 and the jth column
vector of matrix A as Eq. 3

r1,j = qT
1 · aj

= q1,1a1,j + q2,1a2,j + q3,1a3,j + q4,1a4,j ,
2 ≤ j ≤ 4; j ∈ N

(3)

To obtain the other elements of upper triangular matrix R and unitary matrix
Q, the matrix A should be converted to the next iterative matrix A1 as Eq. 4

a11 = 0
a12 = a2 − r1,2q1

a13 = a3 − r1,3q1

a14 = a4 − r1,4q1

(4)

Secondly, the element r2,2 of upper triangular matrix R and the second col-
umn vector of unitary matrix Q can be obtained as follows

r2,2 =
∥∥a12

∥∥
2

=
√(

a11,2
)2 +

(
a12,2

)2 +
(
a13,2

)2 +
(
a14,2

)2 (5)

q2 = a1
2

r2,2

q1,2 = a1
1,2

r2,2
, q2,2 = a1

2,2
r2,2

, q3,2 = a1
3,2

r2,2
, q4,2 = a1

4,2
r2,2

(6)

The second row vector r2,j , 2 < j ≤ 4 of upper triangular matrix R can be
computed by Eq. 7

r2,j = qT
2 · a1j

= q1,2a
1
1,j + q2,2a

1
2,j + q3,2a

1
3,j + q4,2a

1
4,j ,

3 ≤ j ≤ 4; j ∈ N
(7)

To further calculate the third row vector of upper triangular matrix R and the
third column vector of unitary matrix Q, the next iterative matrix A2 can be
calculated as Eq. 8

a21 = 0
a22 = 0
a23 = a13 − r2,3q2

a24 = a14 − r2,4q2

(8)
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Thirdly, the elements r3,3, q3 and r3,4 can be computed as follows

r33 =
∥∥a23

∥∥
2

=
√(

a21,3
)2 +

(
a22,3

)2 +
(
a23,3

)2 +
(
a24,3

)2 (9)

q3 = a2
3

r3,3

q1,3 = a2
1,3

r3,3
, q2,3 = a2

2,3
r3,3

, q33 = a2
3,3

r3,3
, q4,3 = a2

4,3
r3,3

(10)

r3,4 = qT
3 a

2
4

= q1,3a
2
1,4 + q2,3a

2
2,4 + q3,3a

2
3,4 + q4,3a

2
4,4

(11)

Similarly, the next iterative matrix A3 can be obtained as Eq. 12 to calculate
the elements r4,4 and q4.

a31 = 0
a32 = 0
a33 = 0
a34 = a24 − r3,4q3

(12)

Finally, the fourth column vector of unitary matrix Q and the element r4,4 of
upper triangular matrix R can be obtained by Eqs. 13 and 14. The results (upper
triangular matrix R and unitary matrix Q) of MGS algorithm are obtained by
the aforementioned steps.

r4,4 =
∥∥a34

∥∥
2

=
√(

a31,4
)2 +

(
a32,4

)2 +
(
a33,4

)2 +
(
a34,4

)2 (13)

q4 = a3
4

r4,4

q1,4 = a3
1,4

r4,4
, q2,4 = a3

2,4
r4,4

, q3,4 = a3
3,4

r4,4
, q4,4 = a3

4,4
r4,4

(14)

2.2 ILMGS Algorithm

To reduce the processing latency of QRD with MGS algorithm, the ILMGS
algorithm is proposed in [18] for the MIMO systems. The QRD with ILMGS
algorithm is presented in the following.

Firstly, the first column vector q1 of unitary matrix Q and the first row
vector r1,j , 1 ≤ j ≤ 4 of upper triangular matrix R can be obtained as the MGS
algorithm.

r1,1 = ‖a1‖2 =
√

(a1,1)
2 + (a2,1)

2 + (a3,1)
2 + (a4,1)

2 (15)

q1 = a1

r1,1

q1,1 = a1,1
r1,1

, q2,1 = a2,1
r1,1

, q3,1 = a3,1
r1,1

, q4,1 = a4,1
r1,1

(16)

r1,j = qT
1 · aj

= q1,1a1,j + q2,1a2,j + q3,1a3,j + q4,1a4,j ,
2 ≤ j ≤ 4; j ∈ N

(17)
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Then, the matrix A need to be converted to the next iterative matrix A1 as
Eq. 18. The converted method is the main difference between the ILMGS algo-
rithm and the MGS algorithm.

a11 = 0
a12 = a2 − r1,2q1 = a2 − qT

1 a2q1 = a2 − aT
1 a2a1

r21,1

a13 = a3 − aT
1 a3a1

r21,1

a14 = a3 − aT
1 a4a1

r21,1

(18)

Equation 18 shows that the next iterative matrix A1 can be computed after
getting the value of r21,1. Moreover, the value of r21,1 is computed with aT1 · a1,
and the time overhead of aT1 · a1 is equal to the time overhead of aT1 · a2. Hence,
the value of A1 can be calculated simultaneously with the calculation of q1 and
r1,j , 1 ≤ j ≤ 4, and not need to wait the results of q1 and r1,j , 1 ≤ j ≤ 4.

Secondly, to compute the second column vector of Q and the second row
vector of R, we need to repeat the similar steps as shown in the following

r2,2 =
∥∥a12

∥∥
2

=
√(

a11,2
)2 +

(
a12,2

)2 +
(
a13,2

)2 +
(
a14,2

)2 (19)

q2 = a1
2

r2,2

q1,2 = a1
1,2

r2,2
, q2,2 = a1

2,2
r2,2

, q3,2 = a1
3,2

r2,2
, q4,2 = a1

4,2
r2,2

(20)

r2,j = qT
2 · a1j

= q1,2a
1
1,j + q2,2a

1
2,j + q3,2a

1
3,j + q4,2a

1
4,j ,

3 ≤ j ≤ 4; j ∈ N
(21)

Then, the value of next iterative matrix A2 is similar to Eq. 18.

a21 = 0
a22 = 0
a23 = a13 − r2,3q2 = a13 − qT

2 a
1
3q2 = a13 − a1T

2 a1
3a

1
2

r22,2

a24 = a14 − a1T
2 a1

4a
1
2

r22,2

(22)

Thirdly, the elements r3,j , 3 ≤ j ≤ 4 of upper triangular matrix R and the
third column vector q3 of unitary matrix Q can be computed as follows

r33 =
∥∥a23

∥∥
2

=
√(

a21,3
)2 +

(
a22,3

)2 +
(
a23,3

)2 +
(
a24,3

)2 (23)

q3 = a2
3

r3,3

q1,3 = a2
1,3

r3,3
, q2,3 = a2

2,3
r3,3

, q33 = a2
3,3

r3,3
, q4,3 = a2

4,3
r3,3

(24)

r3,4 = qT
3 a

2
4

= q1,3a
2
1,4 + q2,3a

2
2,4 + q3,3a

2
3,4 + q4,3a

2
4,4

(25)
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The next iterative matrix A3 is calculated as Eq. 26

a31 = 0
a32 = 0
a33 = 0
a34 = a24 − r3,4q3 = a24 − qT

3 a
2
4q3 = a24 − a2T

3 a2
4a

2
3

r23,3

(26)

Finally, repeating the similar operations in the matrix A3, the value of r4,4
and column vector q4 can be obtained as follows

r4,4 =
∥∥a34

∥∥
2

=
√(

a31,4
)2 +

(
a32,4

)2 +
(
a33,4

)2 +
(
a34,4

)2 (27)

q4 = a3
4

r4,4

q1,4 = a3
1,4

r4,4
, q2,4 = a3

2,4
r4,4

, q3,4 = a3
3,4

r4,4
, q4,4 = a3

4,4
r4,4

(28)

2.3 MILMGS Algorithm

The ILMGS algorithm significantly reduces the processing latency. However,
compared to the QRD hardware architecture based on the other algorithm, the
main drawback of the MGS algorithm and the ILMGS algorithm is that they
need more hardware overhead. To reduce the hardware overhead of QRD, this
paper proposes the MILMGS algorithm based on the existing ILMGS algorithm.
We will present the proposed MILMGS algorithm in the following.

The aforementioned description about the ILMGS algorithm shows than the
value of ri,i, 1 ≤ i ≤ 4 and each column vector of unitary matrix Q can be
rewritten as x · 1

ri,i
. And the division in the calculation of the next iterative

matrix Am can also be rewritten as x · 1
ri,i

· 1
ri,i

. Due to the value of 1
ri,i

is equal
to the value of 1√

ri,i2
, the value of r2i,i is firstly calculated as Eq. 29

r1,1
2 = (a1,1)

2 + (a2,1)
2 + (a3,1)

2 + (a4,1)
2 (29)

Then, the reciprocal square root (RSR) operation is used to obtain the value of
1√
ri,i2

as follows

RSR
(
r1,1

2
)

=
1√
r1,12

(30)

Therefore, the value of r1,1, the first column vector q1 of unitary matrix Q and
the next iterative matrix A1 can be represented as follows

q1,1 = a1,1 · RSR
(
r1,1

2
)
,

q2,1 = a2,1 · RSR
(
r1,1

2
)
,

q3,1 = a3,1 · RSR
(
r1,1

2
)
,

q4,1 = a4,1 · RSR
(
r1,1

2
)
,

r1,1 = r21,1 · RSR
(
r1,1

2
)

(31)
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a11 = 0
a12 = a2 − aT1 a2a1 · RSR

(
r1,1

2
) · RSR

(
r1,1

2
)

a13 = a3 − aT1 a3a1 · RSR
(
r1,1

2
) · RSR

(
r1,1

2
)

a14 = a4 − aT1 a4a1 · RSR
(
r1,1

2
) · RSR

(
r1,1

2
)

(32)

The values of r1,j , 2 ≤ j ≤ 4 can be obtained as the ILMGS method, and is
presented in Eq. 17.

Similarly, to obtain the second row vector of upper triangular matrix R and
the second column vector of unitary matrix Q, the value of r22,2 and RSR(r22,2)
need to be obtained firstly as follows

r2,2
2 =

(
a11,2

)2
+

(
a12,2

)2
+

(
a13,2

)2
+

(
a14,2

)2
(33)

RSR
(
r2,2

2
)

=
1√
r2,22

(34)

The second column vector q2 of unitary matrix Q, the element r2,2 and the next
iterative matrix A2 can be calculated as follows

q1,2 = a11,2 · RSR
(
r2,2

2
)
,

q2,2 = a12,2 · RSR
(
r2,2

2
)
,

q3,2 = a13,2 · RSR
(
r2,2

2
)
,

q4,2 = a14,2 · RSR
(
r2,2

2
)
,

r2,2 = r2,2
2 · RSR

(
r2,2

2
)

(35)

a21 = 0
a22 = 0
a23 = a31 − a1T2 a31a21 · RSR

(
r2,2

2
) · RSR

(
r2,2

2
)

a24 = a41 − a1T2 a41a21 · RSR
(
r2,2

2
) · RSR

(
r2,2

2
)

(36)

The values of r2,j , 3 ≤ j ≤ 4 can be obtained by Eq. 21.
Next, the values of r23,3 and RSR(r23,3) are computed as Eqs. 37 and 38.

r3,3
2 =

(
a21,3

)2
+

(
a22,3

)2
+

(
a23,3

)2
+

(
a24,3

)2
(37)

RSR
(
r3,3

2
)

=
1√
r3,32

(38)

The column vector q3, the elements r3,3 and the next iterative matrix A3 can
be computed as follows

q1,3 = a21,3 · RSR
(
r3,3

2
)
,

q2,3 = a22,3 · RSR
(
r3,3

2
)
,

q3,3 = a23,3 · RSR
(
r3,3

2
)
,

q4,3 = a24,3 · RSR
(
r3,3

2
)
,

r3,3 = r3,3
2 · RSR

(
r3,3

2
)

(39)

a31 = 0
a32 = 0
a33 = 0
a34 = a42 − a2T3 a42a32 · RSR

(
r3,3

2
) · RSR

(
r3,3

2
)

(40)
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Finally, the values of r4,42 and RSR(r4,42) are shown as follows

r4,4
2 =

(
a31,4

)2
+

(
a32,4

)2
+

(
a33,4

)2
+

(
a34,4

)2
(41)

RSR
(
r4,4

2
)

=
1√
r4,42

(42)

Hence, the element r4,4 and the fourth column vector q4 of Q can be get as
Eq. 43

q1,4 = a31,4 · RSR
(
r4,4

2
)
,

q2,4 = a32,4 · RSR
(
r4,4

2
)
,

q3,4 = a33,4 · RSR
(
r4,4

2
)
,

q4,4 = a34,4 · RSR
(
r4,4

2
)
,

r4,4 = r4,4
2 · RSR

(
r4,4

2
)

(43)

To compute the value of RSR(x), a NR based method is proposed in [19].
This method is made up of the following steps:

Firstly, x should be scaled into the working range wr = [0.5, 2] by Eq. 44. The
value of z is in the closed interval and n represents the scaling factor. Therefore,
the computation of RSR(x) is converted to the computation of RSR(z), and
then de-scale the computation result by 1

2
n
2

.

RSR(x) =
1

2
n
2
√

x
2n

=
(

1
2

n
2

)(
1√
z

)
(44)

Secondly, the piecewise polynomial approximation is used to compute the
approximation result of RSR(z) in the wr range, that is shown as Eq. 45. Where
w0 is used to be the seed of the NR processing, and ai is the polynomial coeffi-
cients.

w0 =
2∑

i=0

ai · zi (45)

Thirdly, using the seed (w0) performs one iteration with the NR method as
shown in Eq. 46.

w1 =
w0

2
(
3 − zw0

2
)

(46)

Finally, the value of w1 should be de-scaled to the original data range by
Eq. 47.

RSR (x) =
(

1
2

n
2

)
w1 (47)

The aforementioned description is the proposed the MILMGS algorithm,
which is completed by multiplier, adder and shifter. Compared to the existing
MGS algorithm and the ILMGS algorithm, the proposed MILMGS algorithm
eliminates the square-root and the division operations.
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3 Hardware Architecture Design Based on the Proposed
MILMGS Algorithm

The proposed MILMGS algorithm has been presented in Sect. 2.3. A new TSA
architecture based on the proposed MILMGS for 4 × 4 real matrix will be pre-
sented in this section.

3.1 The TSA Architecture with MILMGS Algorithm

Figure 1 is the TSA hardware architecture based on the proposed MILMGS algo-
rithm for the 4×4 real matrix. The designed architecture consists of four Block1,
six Block2 and three Block3. Block1, Block2 and Block3 are the basic module to
implement a basic operation. Block1 is used to calculate the value of RSR(ri,i2),
ri,i and the column vector qi of unitary matrix Q. Block2 mainly computes the
next iterative matrix by the current matrix and the value of RSR(ri,i2). Block3
is used to obtain the value of ri,j , i < j ≤ 4.

Fig. 1. The TSA architecture for 4× 4 real matrix

The primary advantage of the TSA architecture is the simple and regular
characteristic, and can easily implement high throughput. However, the TSA
architecture needs more hardware overhead than the iterative architecture. As
shown in Fig. 1, the hardware sharing technique is used to reduce the hardware
overhead. In the second time slot, only one full pipelined Block3 is used to
compute the value of r1,j , 2 ≤ j ≤ 4. Similarly, in the third time slot, we use one
full pipelined Block3 to compute r2,3 and r2,4.
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3.2 The Basic Blocks

In this section, the detailed design of the basic blocks will be presented. Figure 2
is the hardware architecture of Block1, which is used to compute the value of
ri,i, RSR(ri,i2) and qi. Block1 contains the RSR module, and the kernel of RSR
is shown in Fig. 3.

Fig. 2. The hardware architecture of Block1

Fig. 3. The Kernel hardware architecture of RSR

The Fig. 3 shows that the designed RSR hardware consists of three multipli-
ers and five multiplexers. The processing latency and throughput are four clock
cycles and three clock cycles respectively. Therefore, the hardware sharing tech-
nique is used to reduce the hardware overhead in the Block1, and the throughput
of Block1 is also three clock cycles.

Figure 4 is the hardware architecture of Block2, which mainly consists five
multipliers, three adders (module SUM consists three adders), two subtractors.
The aforementioned description shows that the throughput of RSR is three clock
cycles. Because we can obtain a new RSR(ri,i2) value every three clock cycles,
the multipliers are shared in the designed Block2. The throughput of Block2 is
also three clock cycles as the throughput of RSR architecture.
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Fig. 4. The hardware architecture of Block2

Fig. 5. The hardware architecture of Block3

Figure 5 shows the hardware architecture of Block3, which consists four mul-
tipliers and three adders (module SUM consists three adders). The full pipelined
architecture is used to design the Block3, hence, the Block3 can be shared in the
TSA architecture, that is shown in Fig. 1.

4 Implementation Results and Comparisons

To verify the performance of the designed hardware architecture based on the
MILMGS algorithm for 4×4 real matrix, the TSA hardware architecture shown
in Fig. 1 is implemented in 0.13 µm CMOS technology. We will demonstrate the
implementation results and some comparisons in the following.

The 16-bit word is used in our design. In order to choice the better fractional
bits, we simulate the proposed MILMGS algorithm with various configurations
in MATLAB. The mean error of upper triangular matrix R and the mean error
of unitary matrix Q are presented in Figs. 6 and 7 respectively. The X-axle is the
fractional bits of RSR module, and curves represent the different fractional bits
of data. According to the simulation results, the data format of RSR module
and the other modules are set to be one sign bit, two integer bits and thirteen
fractional bits.

Table 1 shows the implementation results of the designed hardware architec-
ture. To decompose a 4×4 real matrix, the designed hardware architecture needs
250.2 K gate count (GC). The critical path (CP) and throughput are 3.5 ns and
95.2 M/s respectively. The processing latency (PL) is defined as the number of
clock cycles between the matrix feeding into the TSA architecture and the results
outputting from the designed architecture. The PL of designed architecture is
53 clock cycles.

Compared to the existing hardware architectures based on the MGS algo-
rithm [14] and the ILMGS algorithm [18], the designed hardware architecture
based on the proposed MILMGS algorithm adopts the architecture of TSA,
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Fig. 6. The obtained R matrix performance by our designed hardware architecture
versus word-length settings

Fig. 7. The obtained Q matrix performance by our designed hardware architecture
versus word-length settings

which is easy to implement higher throughput. Hence, the throughput of archi-
tecture designed in this paper is superior to the architecture designed in [14,18].
The drawback of TSA architecture is that it needs more area overhead than
the iterative architecture, so our architecture needs more gate count than the
architectures in [14,18]. Compared to the existing architectures proposed in
[20,21], the throughput performance and the processing latency performance of
our designed architecture are better. Moreover, the performance of gate count,
throughput and processing latency are all better than the architectures designed
in [22,23].
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Table 1. Performance comparison of QRD.

Algorithm Technology Matrix size WL PL GC CP Throughput

This work MILMGS 0.13µm Real 4 × 4 16 53 250.2 k 3.5 ns 95.2M/s

Liu et al. [18] ILMGS 0.13µm Real 4 × 4 14 31 52.3 k 1.5 ns 21.5M/s

Chang et al. [14] MGS 0.18µm Real 4 × 4 14 35 32.6 k 2.5 ns 11.4M/s

Shabany et al. [20] Hybrid 0.13µm Complex 4 × 4 16 150 36 k 3.6 ns 6.95M/s

Lin et al. [21] GR 0.18µm Complex 4 × 4 16 96 192.1 k 5 ns 25M/s

Chen et al. [22] GR 90 nm Complex 8 × 8 15 – 1098 k 13.2 ns 9.46M/s

Zhang et al. [23] CGRA 65 nm Complex 4 × 4 16 – 1055 k 2 ns 39.6M/s

5 Conclusion

QRD has been a vital component in the transceiver processor for the MU-MIMO
wireless communication systems. This paper proposes a novel MILMGS algo-
rithm based on the existing MGS algorithm and ILMGS algorithm for MIMO
systems. To eliminate the square root and division operations, the NR algorithm
is used in the proposed MILMGS algorithm. A TSA architecture based on the
proposed MILMGS algorithm is also implemented in 0.13 µm CMOS technol-
ogy. The results show that the designed architecture needs 250.2 gate count, the
critical path and throughput are 3.5 ns and 95.2 M/s respectively. Compared to
the architectures designed in [14,18,20–23], the throughput of our architecture is
superior. Moreover, although only the hardware architecture for 4×4 real matrix
is presented in this paper, the designed architecture is regular, and can be easily
extended to the common size of MIMO wireless communication systems.
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