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Abstract. Traffic aggregation has been considered as an effective app-
roach to improve the radio resource utilization for M2M communication
in LTE-A and beyond networks. In the LTE-A specification, the Relay
Node (RN) is recommended to aggregate uplink M2M small-sized pack-
ets. However, the delay brought by the packets aggregation is inevitably
increased, which is a vital metric for M2M packets with low delay require-
ment, such as emergency alerting. In this paper, we propose a new frame-
work for optimal aggregation implemented in the PDCP of RN, which
features balancing a tradeoff between QoS requirements of packets and
the utilization efficiency of Physical Radio Blocks (PRBs). Specifically,
(1) the RN dispatches the new arrival M2M packets into correspond-
ing virtual queues according to their priorities set by M2M devices.
Then, an Optimal Aggregating Scheme (OAS) is designed to minimize
the PRB usage in condition satisfying the specific restriction of waiting
time of packets in virtual queues. (2) The optimal aggregating problem is
proved to be a NP-hard problem, which is solved by the Priority Branch
and Bound Algorithm (PBBA) and the Priority Aggregating Heuristic.
Numerical results illustrate that OAS achieves a tradeoff of QoS and
PRB utilization efficiency in comparison with four existing schemes.
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1 Introduction

Massive Machine-to-Machine (M2M) communication is considered as the poten-
tial important research direction in 5G networks. M2M communication is a pat-
tern which identifies the evolving paradigm of interconnected devices communi-
cating with each other without or with limited human interaction. The applica-
tion domain of M2M traffic includes smart metering, e-health, surveillance and
security, intelligent transportation, city automation, smart monitoring and many
more. M2M traffic patterns vary in diverse application domains and in most of
the applications, and especially some M2M devices mainly are small packets that
consist of a few bytes. Because the payload of the data packets associated with
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M2M applications is usually smaller than a Physical Resource Block (PRB) [1].
Thus, M2M traffic is supposed to degrade the utilization of radio spectrum. In
addition, M2M devices can have different delay tolerances based on their appli-
cations, ranging from a few milliseconds (ms) to several minutes or even hours,
e.g., emergency alerting may need to provide a very stringent low delay, while
temperature monitoring can owe a great delay tolerance [2]. Therefore, it is a
significant problem for the evolution of M2M communication to improve the
utilization of radio spectrum and satisfy delay requirement.

Packets or traffic aggregation, which collects and accumulates data packets
from multiple nodes before transmitting to the next hop, is supposed to effec-
tively improve the utilization of radio spectrum for M2M traffic in future 5G
networks because of reducing the extra overhead and adding the size of data in
a PRB. For example, packets aggregation significantly improves the PRB utiliza-
tion compared to the conventional without multiplexing approach [3]. However,
packets aggregation inevitably results in the delay increasing of M2M appli-
cation. Because the incoming packets can be transmitted only when certain
aggregation conditions are satisfied. Therefore, it is a fundamental problem to
obtain a tradeoff between Quality-of-Service (QoS) requirements of packets and
the utilization efficiency of Physical Radio Blocks (PRBs).

Some efforts have been separately made to improve radio spectrum utiliza-
tion and reduce time delay of M2M communication. For instance, in [4], the
authors propose a data aggregation scheme which aggregates uplink M2M traf-
fic by sharing the PRBs to increase the number of M2M packet in a PRB.
Reference [5] efficiently integrates M2M traffic into cellular networks to take
advantage of uplink transmission time slot and reduce resource wastage at both
the network and device. Authors in [6] propose an optimal aggregation for multi-
rate WLANs to minimize overall transmission time. In [7], a packet chunking
is introduced which need multiple buffers and then classifies the arrival packets
to one buffer based on their acceptable waiting time to take the best use of
the core router’s forwarding capacity. However, few arts have delved into the
combination of improving radio spectrum utilization and reducing time delay of
M2M packets.

Thus motivated, we propose a new framework for optimal aggregation, which
features balancing a tradeoff between QoS requirements of packets and the uti-
lization efficiency of PRBs. For this purpose, a Relay Node (RN) of LTE-A are
introduced to aggregate uplink M2M traffic. The main contributions are sum-
marized below. (1) The RN dispatches the new arrival M2M packets into cor-
responding virtual queues according to their priorities set by the M2M devices.
Then, an Optimal Aggregating Scheme (OAS) is designed to minimize the PRB
usage in condition satisfying the specific restriction of waiting time of packets in
virtual queues. (2) In order to solve the optimal aggregating problem which is
proved to be a NP-hard problem, we propose a Priority Branch and Bound Algo-
rithm (PBBA). Due to the low computational efficiency of PBBA, the Priority
Aggregating Heuristic is introduced.



A Multi-queue Aggregation Framework for M2M Traffic 611

The rest of this paper is organized as follows. Section 2 overviews the frame-
work of optimal traffic aggregation. Section 3 presents the optimal aggregating
problem formulation and the solution algorithms. Section 4 evaluates the perfor-
mance of our proposed algorithms. Finally, Sect. 5 concludes the paper.

2 The Framework of Optimal Traffic Aggregation

2.1 System Framework

In this part, we propose a new framework for optimal aggregation implemented
in the Packet Data Convergence Protocol (PDCP) of RN as shown in Figs. 1 and
2. Traffic from M2M devices located in the proximity of an RN is accumulated
at the RN. According to 3GPP specification [8], the access link (Uu) and the
backhaul link (Un) antennas of the RN are assumed to be well separated in order
to avoid self-interference. We have made two changes in RN. First, in order to
satisfy delay requirement of diverse applications, multiple queues are introduced
in the PDCP of RN, which are used to distinguish various applications. Second,
the operation of de-multiplexes is made in the GPRS Tunnelling Protocol (GTP)
of Public Data Network GateWay (P-GW) to reduce the additional overheads.

Fig. 1. An illustration of M2M packet flow with the packets aggregation in from UE
to DeNB.

We consider an uplink priority aggregated scenario in RN. As shown in Fig. 1,
packets of User Equipment (UE) are aggregated by the RN, and then are tran-
sited to DeNB. Packets are aggregated at the PDCP layer of RN in order to
maximize the multiplexing gain. The main functionalities and services of PDCP
layer for the user plane include header compression and decomposition, user data
transfer, delivery of upper layer packet data units (PDUs) in sequence, as well
as retransmission of the lost PDCP service data units (SDUs), etc. On the other
hand, the control plane services include ciphering and integrity protection and
transfer of control plane data.
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When arriving at the PDCP layer of RN, the incoming data packet is
scheduled to one of six virtual queues which are mapping six priority levels
as p ∈ {1, 2, 3, 4, 5, 6}. We assume that p = 1 (resp. p = 6) corresponds to the
highest (resp. lowest) priority level. The six virtual queues are used to distin-
guish six services as shown in Table 1. According to 3GPP TS 36.107 [9], the
typical Human-to-Human (H2H) services are divided into four different QoS
classes, namely conversational, streaming, interactive and background, in which
the differentiation have mainly considered the delay requirement. However, some
of M2M applications cannot be properly mapped to the four QoS classes, espe-
cially emergency alerting and some applications of delay tolerant as shown in
[10]. Thus, we extend the typical H2H services classification scheme. An indica-
tive classification scheme, adding two service classes (i.e. emergency alerting and
time tolerant), is shown in Table 1.

Table 1. M2M applications classification

Priority level Service classes Waiting time

1 Emergency Alerting 0 ms

2 Conversational 10 ms

3 Streaming 100 ms

4 Interactive 1 s

5 Background 10 s

6 Time Tolerant 100 s

By scheduling, some packets in six virtual queues are aggregated and sent
to GTP. Then, the RN adds the additional overheads such as the GTP, User
Datagram Protocol/Internet Protocol (UDP/IP), PDCP and Radio Link Control
(RLC), and sends to P-GW via a GTP tunnel. A GTP option is added before
packet is sent to P-GW, which can provide the needed information for extracting
the original small packets in the aggregated packet. The aggregated packet flow
from RN to P-GW when adding the GTP option is given in Fig. 2.

When receiving the aggregated packet, the P-GW de-multiplexes and
extracts the original transmitted standalone packets according to the GTP
option information, and then sends them to Public Data Network (PDN).
Finally, the original small packets are sent to the application servers. The P-GW
also serves the regular LTE-A traffic. If the packets are received from regular
users, then the P-GW directly forwards them to PDN. On the other hand, if
the aggregated packet are received from the RN, the original small packets are
extracted by P-GW, and then sent to PDN.

2.2 Optimal Aggregating Scheme (OAS)

In this part, an Optimal Aggregating Scheme (OAS) is designed, which minimize
the PRB usage in condition satisfying the specific restriction of waiting time of
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Fig. 2. The aggregated packet flow from RN to P-GW when adding the GTP option.

packets in virtual queues. Here, we denote L as the total size of all the packets
in the virtual queues, and Lmax as the maximum size that RN can aggregates
the incoming M2M packets according to the size of available transport block
- RN Un protocol overhead, see Fig. 1. The size of available transport block is
determined by the number of PRB allocated by DeNB in a transmission time
interval (TTI). According to [11], The minimum scheduling resource unit in LTE
that are allocated to a single UE is a PRB in a TTI. A PRB can transmit several
hundred bits under favorable channel conditions [12]. For example, 712 bits are
sent in a TTI with an Modulation and Coding Scheme (MCS) of 26 when a PRB
allocated by DeNB. The RN Un protocol overhead is 46 bytes: 12 bytes for GTP,
8 bytes for UDP, 20 bytes for IP, 1 byte for PDCP, 2 bytes for RLC, and 3 bytes
for the MAC overhead. The payload of the data packets associated with M2M
applications is IP packet. it will increases when the GTP option is added.

Priority Classification when arriving at the PDCP layer of RN, the incoming
data packet is scheduled as shown in Step A of Fig. 3, which dispatchs it to
one of the virtual queues according to its priority level. Before sent to RN, the
packet’s priority level p would be set at the Type of Service (ToS) segment of IP
header by M2M devices. In the Transmission Control Protocol/Internet Protocol
(TCP/IP), ToS segment of IP header has three bits that indicate six priority
levels as shown by Table 1.

Packets Scheduling after priority classification, the M2M packet is placed into
the tail of the corresponding virtual queue as shown in Step B of Fig. 3. Each
arrival packet starts a waiting timer when in the virtual queue, which records
the waiting time t of the incoming packet. The waiting time t is the time that the
packet stay in PDCP of RN. Due to different delay requirements for the virtual
queues, a waiting time T is introduced for the virtual queues, which denote the
current waiting time of the virtual queues and is equal to the waiting time of
head-of-line packet in that virtual queue. Without loss of generality, let Tmax

denotes the maximum waiting time of the virtual queues.
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Fig. 3. The M2M schedule procession of packets at the PDCP layer of RN.

Aggregation when some aggregating conditions are satisfied, a optimal aggre-
gating sequence of M2M packets is selected and aggregated into a large aggre-
gated packet as shown in Step C of Fig. 3. We set two aggregating conditions:
(a) The total size L exceed the maximum aggregated size of RN Lmax; (b) The
waiting time Tp (p ∈ {1, 2, 3, 4, 5, 6}) is greater than the maximum waiting time
T p
max. Tmax is set a suitable value for six virtual queues according to character-

istic of M2M packets in virtual queue. For example, the packet of the highest
priority will be served immediately when incoming, and the packet of the lowest
priority can be set a high value due to delay tolerance.

Packets Sending the aggregated packet is sent through one of M channels
that are mapping the size of transport block allocated by DeNB, as shown in
Step D of Fig. 3. Which channels are selected is determined by the number of
PRB allocated by DeNB.

3 Optimal Aggregating Problem Formulation
and Solution Algorithm

3.1 Optimal Aggregating Problem Formulation

We denote the set of all the packets in the PDCP of RN as I with integer index
i ∈ {1, 2, 3, ...}, and each packet has two attributes: the priority pi and the length
li. We assume that 0-1 decision variable ρi indicate whether the data packet i is
selected by RN, which is defined as

ρi =

{
1, if the packet i is selected
0, else

. (1)

Meanwhile, the weight value of each UE’s packet i in virtual queues, denoted
by vi, is defined as follows

vi =
ti
pi

, (2)
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where pi and ti separately are the priority level and the waiting time of the
packet i, and vi represents the weight value of the packet i that is a significant
parameter that distinct priority packets can be treated differently. vi has two
main purposes: let the high priority packet can be served faster than the low,
and increase the probability that the low priority packets are served.

The goal of the following formulated problem is to obtain the optimal aggre-
gating sequence of M2M packets such that the total weight value P(ρ) is maxi-
mized at any TTI.

max
ρ

P(ρ) =
n∑

i=1

viρi,

s.t.

n∑
i=1

liρi ≤ Lmax, (A)

ρi ∈ {0, 1},∀i ∈ I, (B)

, (3)

where ρ = {ρi, i ∈ I} is the set of decision variables for the UE’s packet in the
PDCP of RN, and n is the total number of all UE’s packets in the virtual queues.
Due to constraint (B), this problem has been well proved NP-hard in [13].

3.2 Priority Branch and Bound Algorithm

In order to solve the proposed optimal aggregating problem in (3), we propose a
priority branch and bound algorithm (PBBA) as given in Algorithm1. Branch
and bound algorithm (BBA) has the attractive feature to reach the optimal
solution, it is sufficient to enumerate only some of the possible by branching
and bounding strategies. Specifically, the proposed algorithm consists of two
stages: the waiting stage and the aggregating stage. In the waiting stage, the
proposed algorithm distributes the incoming packet to one of the virtual queues,
and checks the aggregating conditions. If satisfying the aggregating condition,
it comes into the aggregating stage. If not, it go to the next cycle. In the aggre-
gating stage, it sorts packets descending order by the weight value, and then get
the aggregated packet with ρ by BBA. Finally it send the aggregated packet
to DeNB.

The principle behind BBA is perform a systematic enumeration of candidate
solutions. The search process is done in a tree structure manner, which starts
at the root node and goes down in the tree. Taking problem (3) as the root
problem, we denote the optimal variables as ρ

∗(0)
i and its optimal solution as

P∗(0). Then if all ρ
∗(0)
i in ρ

∗(0)
i are binary, the root problem is terminated and

the optimal to the original problem (3) is found. If not, the root problem on
the first non-integer ρi, which is named as the branching variable, will be split
into two more subproblems S(P(0)

1 ) and S(P(0)
2 ) by adding two upper bound

and lower bound constraints. The new formed sub-problems can be generally
expressed as
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Algorithm 1. PBBA
Set Lmax = (available TBS - RN Un overhead) and L = 0;
Initialize Tp and T p

max for each queue p;
while packet arrival == TRUE do

The incoming packet i is put into one of virtual queue p according to it’s priority;
Starts the waiting timer ti for the incoming packet i and update L and Tp;
if L ≥ Lmax && Tp ≥ T p

max then
Update the value v for all the incoming packets;
Get ρ via algorithm 2;
Aggregate all the packets that satisfy ρi = 1;
Send large aggregated packet to RN PHY via RN Un protocols;
Add RN Un protocols overhead;
Route multiplexed packet to DeNB in next TTI;
Update Lmax from the DeNB;
Break;

end if
end while

max
ρ

P(ρ),

s.t.

n∑
i=1

liρi ≤ Lmax,∀i, (A)

ρi ≥ 0,∀i\(i′),∀i ∈ I, (B′)
ρi′ = 0

(4)

and
max

ρ
P(ρ),

s.t.

n∑
i=1

liρi ≤ Lmax,∀i, (A)

ρi ≥ 0,∀i\(i′),∀i ∈ I, (B′)
ρi′ = 1

, (5)

where i′ is the index of the branching variable. The depth first strategy [14] is
adopted, where the search goes down the tree until it reaches the first binary
solution or reaches infeasibility, and then it backtracks the non-visited nodes
recorded by a last-in-first-out stack. Therefore, we first go down to sub-problem
(4). The optimal variables and optimal objective function is solved as ρ∗(1) and
P∗(1) respectively. Again if any value of ρ∗(1) is not binary, problem (4) is split
into two more sub-problems. This branch and bound process will be repeated
until the optimal solution to the relaxed sub-problem satisfies all constraints
with maximum objective function.
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Algorithm 2. BBA
Set the best lower bound P(low) = 0 and ρ = ∅;
Initialize the problem stack with the root problem as S = {̂S(P(0))};
while S �= ∅ do

Pop a node problem ̂S(P(j)) from stack S;

Solve ̂S(P(j)) to obtain the optimal variables; ρ∗(j) and the optimal objective
value P∗(j);
if P∗(j) ≥ P(low) then

if ρ∗(j) are all integers then
Set P(low) = P∗(j) and ρ∗ = ρ∗(j);
Delete ̂S(P(j)) from stack S, i.e., S := S\̂S(P(j));
Continue;

else
Branch ̂S(P(j)) into two sub-problems ̂S(P(j)

1 ) and ̂S(P(j)
2 ) as (4) and (5);

Push ̂S(P(j)
1 ) and ̂S(P(j)

2 ) to S;
end if

end if
Delete ̂S(P(j)) from stack S, i.e., S := S\̂S(P(j));

end while

3.3 Priority Aggregating Heuristic

The OAS improves performance by maximizing the utilization efficiency of PRB,
while the potential loss in performance comes from increase of the waiting time,
especially in high arrival rate, a sharp increase of the waiting time. Therefore, we
design a Priority Aggregating Heuristic (PAH) that can be implemented in real
system. The PAH is identical to adopting the greedy algorithm (GA) instead
of BBA in PBBA. The GA has given in Algorithm 3. It work as follows. First,
define six pointers, which respectively point to the HOL packet of the six virtual
queues. Then get the packet which is the largest weight value among six packets
that the six pointers point to. If the size of the aggregating buffer is smaller
than Lmax when the packet is put into the aggregating buffer, the packet is
marked as ρ = 1 and put into the aggregating buffer. If not, marked as ρ = 0
and the pointer of the corresponding packet is moved to the next packet, until
all the packets of the virtual queues have been marked. This is a low-complexity
implementation of OAS that does not consider complex BBA. The PAH is an
online algorithm that generates one aggregated packet at a time. If there are n
packets in the virtual queues, the algorithm is O(n).

4 Performance Evaluation

4.1 Simulation Setups

The network model Setup: The 1000 × 1000 m2 square simulation scenario is set
up, where RN is placed near the centre, UEs are uniformly and independently
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Algorithm 3. GA
Set six pointers which point to the head-of-line (HOL) packet in virtual queues;
The current size S == 0;
for all the packets in virtual queues do

CP == the packet of the maximum weight value v among six pointers;
if S + the size of packet CP > Lmax then

Set ρCP = 1;
S = S + the size of packet CP ;

else
Set ρCP = 0;

end if
The corresponding pointer of CP point to the next packet;

end for

distributed in RN’s coverage, and DeNB is randomly dropped beyond RN’s cov-
erage but can smoothly communicate with RN to perform packets aggregation.
RN’s coverage radius is approximately 350 m. Each UE send packet to RN ran-
domly with the access link (Uu). We assume that the number of packets arrived
in RN is satisfied with poisson distribution. The small-sized M2M data packets
are considered in the simulation, and have the randomly size between 21 and
120 bytes and the randomly priority between 1 and 6. The DeNB allocates only
five PRBs to the RN, and the position of RN corresponds to MCS 20 with a
TBS 2344 bits per TTI of 1 ms duration.

Comparison Scenarios: (a) In the first group, M2M data packets are for-
warded in PDCP of RN without aggregating. (b) In the second group, the data
packets are aggregated at the Uu PDCP layer, in which the aggregated packet
are served when their size is equal to the maximum total sizes Lmax for all the
packets or the waiting time reach the maximum waiting time Tmax. (c) In the
third group, the data packets are aggregated at the Uu PDCP layer by PBBA,
but set different Tmax for each queue. (d) In the fourth group, we the data pack-
ets are aggregated by PBBA but use the GA to replace BBA. The four groups
respectively are No Aggregating Scheme (NAS), Simple Aggregating Scheme
(SAS), the proposed Optimal Aggregating Scheme (OAS) and the proposed Pri-
ority Aggregating Heuristic (PAH). The maximum waiting time of the second
group are set as 10 ms. However, the maximum waiting time T p

max are set as {0,
0.01, 0.1, 1, 10, 100} seconds for the virtual queues p={1, 2, 3, 4, 5, 6}.

4.2 Performance Analysis

The simulation results in Fig. 4 clearly show the efficient utilization of PRBs in
all four aforementioned schemes. In the NAS scenario with 200 data packet, the
average number of PRBs usage is almost utilize 1 PRB, and in the case of SAS,
only half of the PRBs are used with 200 data packets. However, in the case of
OAS, the average number of PRBs usage is the lowest in comparison of NAS,
SAS and OAS. The average number of PRBs usage is slightly higher than the
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Fig. 4. Average number of PRBs usage for the four groups.

Fig. 5. Average waiting delay of all the packets for the four groups.

Fig. 6. Average waiting delay of the highest priority for the four groups.

case of SAS between 400 and 1000 data packets. Because the high priority data
packets are sent quickly when reach the RN, and the size of all the packets aren’t
fill with the its maximum capacity. In particular, in low loaded scenarios, the
average number of PRBs usage in the case of OAS is lower than the case of SAS,
because the packets of lower priority are aggregated that the waiting time Tmax

of the lower priority is set more longer than the second group. Compared with
the case of OAS, the average number of PRBs usage is slightly of lower in the
PAH scenario, but the total delay is slightly higher. Because the purpose of OAS
is to use the least amount of time, while PAH is to get to send more packets.
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Figure 5 plots the average waiting time in the PDCP of RN in all four afore-
mentioned schemes. In the case of NAS, its average waiting time more than the
waiting time of SAS and OAS when the average number of packet arrival exceed
1400 data packets, because its average number of PRBs usage reach the maxi-
mum capacity. However, in the case of SAS with 2900 data packets, the average
number of packet arrival is much larger than the case of OAS, because its aver-
age number of PRBs usage also reach the maximum capacity. In contrast, in low
loaded scenarios, the average waiting time of all the packets of OAS are higher
than the cases of NAS and SAS, this is due to the maximum waiting time of
lower priority queue is higher than the high priority queue and thus the whole
waiting time increase. However, the average waiting time of the highest priority
is maintained at a low level as depicted in Fig. 6, because the packets of the
highest priority are immediately forwarded to DeNB when arriving at the RN.

5 Conclusion and Future Work

In this paper, we explored the problem of optimal packets aggregation among
M2M applications. A new framework for optimal aggregation implemented in the
PDCP of RN, which features balancing a tradeoff between QoS requirements of
packets and the utilization efficiency of PRBs. Numerical results illustrate that
OAS achieves a tradeoff of QoS and PRB utilization efficiency in comparison with
four existing schemes. Last but not least, OAS provides an optimal scheduling
scheme for uplink M2M traffics, and more key techniques will be systematically
studied for the downlink M2M traffics in our future work.
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