
End-to-End Transmission Performance
Optimization Based Routing Selection

Algorithm for Software Defined Networking

Guixiang Jiang(B), Rong Chai, and Haipeng Li

Key Lab of Mobile Communication Technology,
Chongqing University of Posts and Telecommunications, Chongqing, China

825882445@qq.com, chairong@cqupt.edu.cn, lihaipeng814@qq.com

Abstract. Software-defined networking (SDN) is a new networking
paradigm enabling innovation through decoupling control plane from
data plane and providing programmability for network application devel-
opment. Specific research focus has been placed to achieve route optimal
selection in SDN scenario. In this paper, we study the problem of route
selection for a user flow in a SDN scenario consisting of a number of
switches and propose an end-to-end transmission performance optimiza-
tion based routing selection algorithm. We jointly consider the character-
istics of user flow and service capability of the network, and formulate the
arrival curve of user flow and the service curve of switches by applying
Network Calculus theory. The transmission performance of user flow,
defined as effective bandwidth is evaluated and the route offering the
maximum effective bandwidth is selected as the optimal route. Numeri-
cal results demonstrate the effectiveness of the proposed algorithm.
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1 Introduction

The rapid growth of data services with different quality of service (QoS) require-
ments poses challenges to network architecture and management mechanisms.
Traditional Internet technologies can hardly meet the increasing service require-
ments due to tightly coupled control and date plane, inflexible network architec-
ture and complicated network and service management mechanisms. To tackle
these challenges, software-defined networking (SDN) technology has been pro-
posed [1].

As an emerging network technology, SDN is one of the most promising
approaches to dynamically programming networks and managing user services
via building customized solutions which are manageable, dynamic, cost-effective
and adaptable. In SDN, controllers in control plane are responsible for control-
ling and managing data forwarding devices such as switches in a centralized
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manner, thus achieving the separation between data forwarding plane and the
control plane. This new network technology permits separating network control
functions, e.g., routing from switches so that routing algorithms can be designed
in controllers [2,3].

In recent years, the problem of routing algorithm design for SDN has been
stressed and several routing algorithms have been proposed. Some references
consider applying network function virtualization (NFV) technology to achieve
performance enhancement of routing algorithms in SDN. In [4], the authors
present a QoS-aware virtualization-enabled routing framework to fulfill the QoS
requirement of multiple clients in a SDN. To isolate and prioritize tenants from
different clients, a network virtualization algorithm is designed to create a subnet
for each tenant, and then a QoS-aware routing algorithm is proposed to max-
imize the minimum residue bandwidth of links. The authors in [5] present an
approach for building multicast mechanisms over SDN. By applying NFV tech-
nology, transcoding functions are embedded into some of the servers, switches or
routers. A multicast routing algorithm is then proposed to ensure each multicast
flow traverses through the nodes embedded NFV technology before reaching the
destination, while the total routing cost is minimized at the same time.

User QoS requirements and network characteristics are jointly considered in
routing algorithm for SDN. In [6], the authors propose a probabilistic QoS rout-
ing mechanism for SDN which jointly considers link probability and bandwidth
availability of the network. By applying Bayes theorem and Bayesian network
model, link probability is determined based on which the path consisting of the
links of the highest probabilities is selected under that satisfies the bandwidth
constraint. The authors in [7] stress resource requirements of flows in the core
network. Defining resource requirements including transmission bandwidth and
flow tables as resource preference, the authors quantize the resource preference
of different network flows based on analytic hierarchy process (AHP) method
and propose a resource preference aware routing algorithm which matches each
flow to the path with the largest preference degree.

In [8], the authors consider transmitting a set of unicast sessions in SDN with
each session having a QoS requirement on transmission throughput. Assuming
each session is associated with a collection of packet forwarding rules, the authors
propose a rule multiplexing scheme, in which the same set of rules is deployed
on the common nodes of multiple pathes. Based on the multiplexing scheme,
a route selection and rule placement strategy is proposed with the objective of
minimizing rule space occupation of all the sessions.

In previous works, the transmission characteristics such as network band-
width and throughput are taken into account in designing optimal routing strat-
egy, however, the end-to-end transmission performance fails to be stressed, which
may result in undesired transmission performance. In this paper, we study the
problem of routing algorithm design for one user flow in SDN. Particularly, we
consider service preference on high data rate and propose an end-to-end trans-
mission performance optimization based routing algorithm. To quantitatively
analyze the end-to-end transmission performance of user flow, we apply Network
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Calculus theory, which enables the joint consideration of the service arrival char-
acteristics of the user flow and the serving ability of the intermediate switches,
thus achieving comprehensive evaluation of the transmission performance of user
flow.

The rest of this paper is organized as follows. Section 2 describes the system
model considered in this paper. Section 3 discusses the optimal route selection
algorithm. In Sect. 4, we examine the end-to-end transmission performance of
user flow. Simulation results are presented in Sect. 5. Finally, Sect. 6 concludes
the paper.

2 System Model

In this paper, we consider a SDN model as shown in Fig. 1. The system consists
of one SDN controller and a number of switches. We assume that a user flow
needs to be transmitted from a source switch (SS) to a destination switch (DS).
In the case that no direct transmission link between SS and DS exists, route
selection strategy should be designed for the user flow.

Fig. 1. System model

We assume in the SDN scenario considered, there exists M0 switches in addi-
tion to SS and DS. For convenience, we denote Φ as the set containing all the
switches. To characterize the connection status between switches, we introduce
binary connection identifiers. Let δi,j denote the connection identifier between
switch i and switch j, i.e., δi,j = 1 if switch i is an adjacent node of switch
j, thus there exists an available link between switch i and switch j; otherwise,
δi,j = 0, i ∈ Φ, j ∈ Φ, i �= j. In this paper, we assume that the network topology
is given, hence, δi,j are known constants.
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3 Optimal Route Selection Algorithm Description

In this paper, we assume that the user flow has a minimum data rate require-
ment, to reduce the computation complexity of route selection, we first propose
a candidate route selection scheme based on user rate requirement and network
characteristics, and then an optimal route selection is proposed to select the
optimal route among all the candidate routes.

3.1 Candidate Route Selection Scheme

Given a SDN scenario, we first search for all the possible routes connecting SS
and DS. We assume that the number of possible routes connecting SS and DS is
M , and denote the mth route as Lm. For convenience, we denote the switches
along Lm as Sm,0, Sm,1, · · · , Sm,Nm

, where Nm denotes the link number of Lm.
We can obtain that Lm is an available route connecting SS and DS provided that
Sm,0 and Sm,Nm

are respectively SS and DS and the following condition meets.
For simplicity, we assume that the jth switch of Lm is labeled as the mjth switch
of the network, 1 ≤ j ≤ Nm, we can achieve that the mj−1th switch and the
mjth switch should be adjacent nodes of the network, i.e.,

δmj−1,mj
= 1. (1)

Denote the data rate of Lm as Rm, 1 ≤ m ≤ M , we define R0
m as the minimum

data rate of all the links of Lm, i.e.,

R0
m = min{R0

m,j}, 1 ≤ j ≤ Nm (2)

where R0
m,j denotes the data rate of the jth link of Lm. In this paper, we assume

that the link capacity is large enough, thus the data rate of one link is determined
by the port rate of the two switches being connected by the link. We denote the
import and outport rate of Sm,j as Rin

m,j and Rout
m,j , respectively, 0 ≤ j ≤ Nm.

The data rate of the jth link of Lm can be defined as the smaller one of the
outport rate of Sm,j−1 and the import rate of Sm,j , 1 ≤ j ≤ Nm, which can be
expressed as:

R0
m,j = min{Rout

m,j−1, R
in
m,j}, 1 ≤ j ≤ Nm (3)

Assuming user flow has a minimum data rate requirement, denoted by Rmin,
only the routes meeting this constraint can be selected as the transmission route.
Denoting Ψ as the set of the candidate routes, we obtain:

Ψ = {Lm|R0
m ≥ Rmin, 1 ≤ m ≤ M}. (4)

3.2 Optimal Route Selection Strategy

To obtain the optimal route, we examine the transmission performance of all
the candidate routes, and select the one offering the best performance. In par-
ticular, we focus on the end-to-end transmission performance and evaluate the
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throughput of the candidate routes by jointly considering the characteristics of
user flow and the service capability of the switches. Denote Tm, 1 ≤ m ≤ M ,
as the throughput of the mth route, we obtain the optimal route, denoted by
Lm∗ as:

Lm∗ = argmax {Tm}. (5)

The detail evaluation of Tm will be discussed in the following section.

4 End-to-End Transmission Performance Evaluation

In this section, the transmission performance of the candidate routes between SS
and DS is evaluated based on Network Calculus theory [9], which is an efficient
tool to analyze flow control problems in networks mainly from a lower bound (i.e.,
worst case) perspective. The essential idea of network calculus is to transform
complex non-linear network systems into analytically tractable linear systems
by using alternate algebras, i.e., the min-plus algebra and max-plus algebra.

4.1 Brief Introduction of Network Calculus Theory

In this subsection, some concepts defined in the theory of network calculus will
be introduced briefly.

Definition 1: Min-plus Convolution. Let f and g be two functions or sequences
of time, the min-plus convolution of f and g is defined as follows:

(f ⊗ g)(t) =

{
inf

0≤s≤t
{f(t − s) + g(s)}, t > 0

0, t < 0.
(6)

Definition 2: Arrival Curve. Given a wide-sense increasing function α(t)
defined for t ≥ 0, a flow F (t) is constrained by α(t) if for all s ≤ t, follow-
ing inequality holds:

F (t) − F (s) ≤ α(t − s), (7)

we say that α(t) is the arrival curve of F (t).

Definition 3: Service Curve. Consider a system S and a flow with the input
and output functions respectively being F (t) and O(t) passing through S, we say
that S offers a service curve β(t) to the flow if and only if β(t) meets following
conditions:

β(0) = 0, (8)

O(t) ≥ (F ⊗ β)(t). (9)
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Definition 4: Effective Bandwidth. Consider a flow with arrival curve α(t)
passing through a system S, for a given delay L = θ + sb

r , where θ and sb
denote respectively the service delay and the burst tolerance of S, and r denotes
the service rate of S, we define the effective bandwidth of the flow, denoted by
eL(α), as the required throughput at t to serve the flow in a work conserving
manner, i.e.:

eL(α) = sup
s≥0

{ α(s)
s + L

}. (10)

From the definition of effective bandwidth, it can be seen that effective band-
width represents the maximum transmitted data packets for a given time inter-
val, thus is equivalent to transmission throughput, which can be applied to char-
acterize the end-to-end transmission performance of the mth candidate route,
i.e., Tm in (5), when the flow with arrival function being α(t) passes through a
system with the service curve being β(t). In the following subsections, we will
examine the transmission performance of candidate routes based on Network
Calculus theory. The arrival curve of user flow and the service curve of switches
are formulated, then the effective bandwidth of each route is evaluated.

4.2 Modeling Arrival Curve of User Flow

In this paper, referring to [10], we characterize the arrival curve of user flow as
traffic-specification (T-SPEC) model [11]. We define the set of T-SPEC param-
eters (r(m), s(m), r(s), s(b)), where r(m) and s(m) represent the maximum arrival
rate and the maximum packet size, respectively, r(s) and s(b) represent the sus-
tainable arrival rate and the burst tolerance, respectively, the arrival curve of
the user flow can be modeled as:

α(t) = min{r(m)t + s(m), r(s)t + s(b)}. (11)

4.3 Modeling Service Curve of Switches

In this paper, we assume that the switches are latency-rate (LR) system, of which
the service curve can be characterized by the service rate and the transmission
latency. For the jth switch of Lm, the service curve can be modeled as:

βm,j(t) = Rm,j(t − θm,j)
+ (12)

where Rm,j and θm,j are respectively the service rate and the latency of the jth
switch of Lm, (x)+ = max{x, 0}. According to Network Calculus theory, the
joint service curve of Lm can be expressed as:

βm(t) = βm,1(t) ⊗ βm,2(t) · · · ⊗ βm,Nm
(t) = Rm(t − θm)+ (13)

where Rm = min{Rm,1, Rm,2, · · ·, Rm,Nm
}, θm =

∑Nm

j=1 θm,j .
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4.4 Effective Bandwidth of the Candidate Routes

Substituting α(t) obtained in (11) into (10), and calculating L based on βm(t)
obtained in (13), after some simple mathematical manipulations, we can obtain
the effective bandwidth when the user flow transmitting through Lm, i.e.,

Tm = max
{

r(s),
s(m)

θm
,
(s(m) + r(m)Γm)

Γm + θm

}
(14)

where Γm = (s(b) − s(m))/(r(m) − r(s) ).

5 Performance Evaluation

In this section, we examine the performance of the proposed routing selection
algorithm via simulation. We consider a SDN scenario with the size being 100 ×
100 consisting of a SS, a DS and multiple intermediate switches. We assume that
all the switches are randomly located in a area. In the simulation, the numbers
of intermediate switches are chosen from 6 to 12, the parameters of the arrival
curve of the user flow and those of switches are randomly chosen within certain
range, as shown in Table 1. For a randomly generated position distribution of
switches and the characteristics of arrival curve and service curve, the proposed
routing selection algorithm as well as the one proposed in [6] are conducted.
The simulation results are averaged over 1000 independent adaptation processes
where each adaptation process involves different positions of switches and various
characteristics of arrival curve and service curve.

Table 1. Simulation parameters

Parameter name Value

Peak rate (rm) (Mbps) 1.5–10

Maximum packet size (sm) (Kbit) 1–400

Average rate (rs) (Mbps) 0.7–3.5

Burst tolerance (sb) (Kbit) 38–140

Equivalent service rate (Rm,j) (Mbps) 10–100

Equivalent latency (θm,j) (ms) 10–60

The service rate of switches (Mbps) 10–80

The simulation iteration 1000

The simulation results are averaged over 1000 independent adaptation pro-
cesses where each adaptation process involves different positions of switches. The
detailed parameters used in the simulation are shown in Table 1. Fig. 2 shows
the effective bandwidth versus the number of switches. It can be seen from the
figure that the effective bandwidth increases with the increase of the number of
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Fig. 2. Effective bandwidth versus the number of the switches

Fig. 3. Effective bandwidth versus service rate

switches, this is because for a large number of switches may offer more options in
route selection compared to small number of switches, resulting in better trans-
mission performance in turn. Comparing the results obtained from our proposed
scheme and the one proposed in [6], we can see our proposed scheme offers bet-
ter effective bandwidth than previous scheme. The reason is that our proposed
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scheme aims of selecting the route with the maximum effective bandwidth, which
jointly considers the characteristics of user flow and service capability of switches,
including both transmission rate and service delay, while the algorithm proposed
in [6] only stresses the transmission rate of switches. In Figs. 3 and 4, we exam-
ine the characteristics of one switch on route selection, for instance, we change
the service rate and service delay of the third switch, and examine the effec-
tive bandwidth of the selected route. In Fig. 3, we plot the effective bandwidth
versus the service rate of the third switch. It can be seen from the figure that
the effective bandwidth increases slightly with the increase of the service rate
of the switch, this is because higher service rate of the switch will offer better
transmission performance. Comparing the results obtained from our proposed
scheme and the one proposed in [6], we can see our proposed scheme offers better
performance than previous scheme.

Fig. 4. Effective bandwidth versus service delay

In Fig. 4, we plot the effective bandwidth versus the service delay of the third
switch. It can be seen from the figure that the effective bandwidth decreases with
the increase of the service delay of the switch for small service delay, then the
effective bandwidth will not change clearly with the increase of the service delay.
This is because higher service delay of the switch will result in small effective
bandwidth. However, as the service delay is relatively high, the optimal route
obtained based on the proposed route selection algorithm may not involve the
third switch due to its deteriorated performance, thus the achieved effective
bandwidth will not change. Comparing the results obtained from our proposed
scheme and the one proposed in [6], we can see our proposed scheme offers better
performance.
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6 Conclusion

In this paper, we propose an optimal route selection algorithm for SDN which
aims of achieving end-to-end performance optimization of user flow. Through
applying Network Calculus theory, we jointly take into account the character-
istics of arrival curve and switches of the network, formulate the transmission
performance of user flow as effective bandwidth, and then the route offering the
maximum effective bandwidth is selected as the optimal route. The numerical
results demonstrate that compared to previous algorithm, our proposed algo-
rithm achieves much better performance in terms of effective bandwidth.
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