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Abstract. Aiming at the interaction model of the Internet medical website, a
classifier of medical text data based on Naive Bayes was proposed and realized
in this paper. Once a user posed questions on the websites, this classifier would
instantly classify the user’s questions and enable accurate question delivery.
Furthermore, a data service platform was realized by taking advantages of
mobile agent technology. With the service platform, companies could avoid
considering the security of data when conducting data analysis. Finally,
experiments were conducted according to the process of data analysis in the
service platform. The experimental results showed: the proposed service plat-
form was feasible, and a medical consultation text classifier with high accuracy
was realized to improve user experience of medical websites.
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1 Introduction

With the rapid development of the internet and the great enhancement of people’s
awareness of health, the internet is becoming an important channel to acquire medical
information. By posing questions on medical websites, persons can get answers by
professional doctors. After users having putting forward their questions, there would be
doctors online to browse those questions. They will answer questions belonging to their
special field and give their suggestions. Because most medical websites adopt a Q&A
(Question and Answer) system with blackboard mechanism, the time effectiveness is
poor. Users have to wait for doctors to answer them, while doctors have to spend time
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browsing questions and deciding which and what to answer. In order to improve the
experience for both users and doctors and increase the effectiveness of the system, data
mining methods based on medical big data can be taken to analyze question texts [1].
With these methods, questions would be pushed prior to the doctors who are most
likely to answer. Besides, users would be offered with reference materials before
getting replied.

Medical big data plays an important role in the field of big data [2]. With the
popularity of the mobile medical, internet medical, automatic analysis detectors,
wearable devices, etc., all parties including patients, doctors, companies and the envi-
ronments are becoming direct creators of data, generating mass medical data every day.

Compared with big data of other fields, medical big data have almost covered all
the personal information of citizens, from the most private information of body and
disease to the information of personal property, accommodation, medical insurance and
so on. Therefore, when using medical big data, technical personnel should not only
consider about security requirements from companies, hospitals and other providers,
but also consider about the privacy of the data. Generally, there are two ways of
conducting big data analysis: the first is that the companies which hold data provide
technical supporters with data to carry out data analysis; the second is that the technical
supporters appoint personnel to companies. In the first way, technical supporters have
to insure the data security. In the second way, the results of data analysis are hard for
promotion to create greater value. Because of the disadvantages of the ways mentioned
above, what way should be taken to conduct data analysis has become a great concern
of the companies and the academia. A reasonable way can not only reduce the cost of
the enterprise, but also make the new technology produce more value.

In this paper, researchers have realized a text classifier based on Naive Bayes model
with higher accuracy aiming at the process of the Q&A [3-5]. The classifier can help to
quickly classify problem descriptions to different departments and to pre-diagnose the
problems. Furthermore, the authors have designed a data analysis process based on
mobile agent technology where a mobile agent data service platform has been realized
[6, 7]. This service platform can make use of the mobility and self-determination
characteristics of mobile agent. With this platform, the problems concerning the data
security would be solved to some degree. What’s more, the new data analysis tech-
nology would be used by more companies and clients.

2 Paper Preparation

2.1 Naive Bayes

Naive Bayes classifier model is a kind of simple probability classifier applied in the
independence assumption Bayes theorem. It assumes that each features are not related,
depends on accurate natural probability models and enable to get very good classifi-
cation effect in supervised learning sample sets. The classification process shows as
follows:

(1) Using a dimensional feature vector X = {xj,xz,---,x,} to represent each data
sample, which separately describes n features A, Ay, - - -, A, of samples.
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(2) Assuming there are m classes Cy, C,, - - -, C,,. Given an unknown data sample X,
the classification would predict that X belongs to the class with the Maximum a
Posteriori (MAP) under the condition X. In other words, Naive Bayes classifi-
cation would allocate the unknown sample X to class C;(1 <i<m), if and only if

Class C; which would enable the Maximum a Posteriori P(C;|X) is called the
Maximum a Posteriori Assumption. According to Bayes’ theorem,

P(X|C)P(C))

(2)

(3) Because P(X) is invariant, we just need to ensure the maximum P(X|C;)P(C;). If
the prior probability of class C; is unknown, we generally assume that these
classes are equiprobable, which is P(C;) = P(C;) = - - - = P(C,,). Therefore, the
problem is converted to maximize P(X|C;). Otherwise, the prior probability of
class C; would be calculated by P(C;) = s;/S, where s; is the number of training
samples in class C; while S is the total number of training samples.

(4) Given data sets with many features, we might cost too much to calculate P(X|C;).
In order to lower the cost, we could assume that each features of samples are
mutually of conditional independence, which means there is no dependency
among each features, then

p(xic) = [ Pwlcy o)
k=1

The probability P(X|C;) can be estimated by training samples.
(5) This means that under the above independence assumptions, the conditional
distribution over the class variable C is

P(CIX) = PIC)P(C) = P(C) [ PlulC) @)

And a Bayes classifier, is the function that assigns a class label y = C; for some i
as follow

n n

y= ar{gmax} P(C) [[ POl Ci) = argmax P(y) [ | P(xely) (5)
ie{l,...m k=1 y k=1

A class’s prior may be calculated by assuming equiprobable classes, or by calcu-
lating an estimate for the class probability from the training set. To estimate the
parameters for a feature’s distribution, one must assume a distribution or generate
nonparametric models for the features from the training set [5]. The assumptions on
distributions of features are called the event model of the Naive Bayes classifier.
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2.2 Multinomial Event Model

With a multinomial event model [8], the distribution is parameterized by vectors
multinomial p, = { DyisDPysr™ s pyn} for each class y, where n is the number of features
(in text classification, the size of the vocabulary) and p,, is the probability P(x;|y) of
feature i appearing in a sample belonging to class y.

The parameters p, is estimated by a smoothed version of maximum likelihood, i.e.
relative frequency counting:

. fyto
Py fy +na

(6)

Where f,, is the eigenvalue of x;, and f is the total count of all eigenvalue for
class y.

The smoothing priors & > 0 accounts for features not present in the learning sam-
ples and prevents zero probabilities in further computations.

2.3 TF-IDF

TF-IDF (Term Frequency—Inverse Document Frequency) is a numerical statistic that is
intended to reflect how important a word is to a document in a collection or corpus [9].
It is often used as a weighting factor in information retrieval and text mining. The
TF-IDF value increases proportionally to the number of times that a word appears in
the document, but is offset by the frequency of the word in the corpus, which helps to
adjust for the fact that some words appear more frequently in general.

Term Frequency is the number of times that a term w occurs in a document d. If we
donate the number of times by count(w, d) and the total number of word occurs in d by
size(d), then

_ count(w,d)
TF(w,d) = size(d)

(7)
The inverse document frequency is a measure of how much information the word
provides, that is, whether the term is common or rare across all documents.

n

IDF =log(—————
() Og(docs(w, D)+1

) (8)

docs(w, D) is the count of documents that contain the word w. If the term is not in
the corpus, this will lead to a division-by-zero. It is therefore common to adjust the
denominator to docs(w, D) + 1.

Then TFIDF (w,d) is calculated as

TFIDF(w,d) = TF(w,d)  IDF (w) 9)
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3 A Medical Consultation Text Classifier Based
on Naive Bayes

With the rapid development on the Internet and the great enhancement on health
awareness, using fence netting is becoming an important way to acquire medical
information. People can put forward questions on medical websites and get answered
by professional doctors. Their questions are generally posed as describing a series of
symptoms to get disease diagnosed or seeking for notes and directions. For example,

(1) The cold is very afflictive wow! Rhinitis how should do?
(2) Darling 14 months, cold, have a fever, snorty, sleep to still be met shy, whats do
not eat, how to do?

Those questions would be checked and answered by professional doctors sooner or
later.

Through training analysis on the history Q&A data of medical websites, we have
developed a classification method on medical consultation text — a smart consulting and
diagnosing classifier. Once a user has submitted a question, this applied classifier
would immediately deduce what possible disease the user wants to consult and which
department he should turn to. That’s to say, this classifier can not only quickly provide
users with resources of related diseases, but also accurately recommend questions to
experts in related fields.

3.1 Data Analysis

The hierarchical structure diagram of original data is shown as Fig. 1.

DataBase

. ] surgical Internal
Pediatrics deparment Medicine | ™ Oncology
Gastroent- Cardiovas Respiratory Department of
erology -ology Medicine | Nephrology

Q8A | [Qea | |08 | [Q&a] [0 ]| Qa4 |

Fig. 1. The first layer is the total database. Each node of the second layer represents a
comprehensive department. Each node of the third layer represents a specific department. Each
node of the fourth floor represents a specific disease. Each node of the fifth floor represents a
specific set of (Q&A).
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According to requirements, we haven’t carried out data analysis on comprehensive
departments. It means that the nodes of the second layer have been excluded, and the
nodes of specific departments have directly connected to the root node.

Classifying users’ questions can be separated into two steps. The first step is to
classify the departments corresponding to the questions. The second step is to classify
the diseases under the charge of the departments. In this way, the training of the
first-step classifier needs all the Q&A data, while the training of the second-step
classifier just needs the Q&A data of a specific department. Therefore, the data sets
used by the second-step classifier are the subsets of the first-step classifier. We have
taken a data set of a specific department as the sample data. By analyzing the data set,
we have implemented the function module which can figure out and generate classifier.

3.2 Data Pre-processing

In order to develop a dependable classifier, we have conducted data pre-processing
during which we have acquired the terminology library and set the stop words library.
Then we have conducted Chinese word segmentation and feature abstraction of text
keywords. The terminology library refers to all the words and terms related to the
medical field, which are the basic medical knowledge, including names of diseases,
symptoms, body parts, medicines, and so on.

Setting up the terminology library makes contributions to better conducting Chi-
nese word segmentation. Nouns of this part can be obtained from websites such as
Medical Encyclopedia and Baidu Encyclopedia. Having considering that all the data of
hospital departments are needed to design the processes of training classifiers, we have
used web-crawler to access all the names of symptoms and diseases.

Setting up the appropriate stop words library can improve the accuracy of classifier.
The specific operation is to identify the stop words library during feature abstraction of
text keywords. In this way, the words belonging to the stop words library would not be
included in the list of keywords. The stop words library contains words of high
occurrence frequencies but of no prior supports for classification. Through sample data
analysis, we conclude that some words with special parts of speech are useless in
classification, such as pronouns, conjunctions, idioms, punctuation marks. If we
identify these words as the stop words, the accuracy of our classification would be
greatly improved.

The following pseudo-code describes how to access the appropriate stop words
library before data training.

The algorithm of dynamic access to the appropriate stop words library. Input:
D ={d\,d,--,d,}, referring to the set of question text data; stopProperty =
{p1,p2, " -, pi }, referring to the set of parts of speech of stop words; Dictionary, referring
to the terminology library used in Chinese word segmentation. Output: stopWords =
{wi,wa, -+, wy}, referring to the stop words library applied to D.
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begin

D

= readTrainData()

stopProperty = readStopProperty ()
Tool.load(Dictionary)

stopWords = emptyList()
wordPropertyListD = Tool.cut (D)
foreach doc in wordPropertyListD

foreach (word, prop) in doc
if prop in stopProperty then
stopWords . append (word)

return stopWords

end

3.3

The Training Process of the Medical Consultation Text Classifier

The training algorithm process of the classifier based on Naive Bayes is as follows:

6]
(@)
(©)
“)

®)
(6)

)

Read out the Q&A data from database according to the classification.

Upload the terminology library and the stop words library;

Carry out word segmentation to all the question data. Because Q&A data are all in
Chinese, Chinese word segmentation is needed;

Calculate the TF-IDF eigenvector of the training data, and use an eigenvector to
represent a question;

Divide data into training data sets and testing data sets;

Use multinomial Naive Bayes classifier model to get data training, and then get a
multinomial Naive Bayes classifier based on TF-IDF;

Use testing sets to test the accessed classifier.

This algorithm is described as the following pseudo-code:
The training algorithm of the classifier based on Naive Bayes. Input:

D =

{(d\,t1),(da,12),- -+, (dy,1,)}, referring to the set of question text data with class

identifiers; stopWords = {wy,wy,---,w,,}, referring to the stop words library;
Dictionary, referring to the terminology library used in Chinese word segmentation.
Output: CLF, referring to the classifier; precision, referring to the accuracy of its tests.

begin

D

= readData ()

stopWords = readStopWords ()

Tool.load (Dictionary)

docs = Tool. chineseSplit (D)

vec = vectorizer (docs, stopWords)
(dataTrain, dataTest) = dataDivide (vec)
CLF = MultinomialNB (dataTrain)
precision = Test(CLF, dataTest)

return CLF, precision

end
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4 The Design of Medical Big Data Service Platform Based
on Agent

With the application of mobile agent technology, the design of big data service plat-
forms can better solve the security and privacy problems of data. A mobile agent is a
program substituting for people or other program to perform certain tasks. It can move
from a mobile agent environment (MAE) to another in the complex and heterogeneous
network system. It can choose when and where to move to search for appropriate
resources. It can be suspended according to requirements, and then restart or continue
to execute. It also can take the advantage of being in the same host as the resources —
processing or using these resources nearby, accomplishing specific tasks and returning
results and messages in the end.

Mobility and autonomy are the two important characteristics of mobile agent. These
two characteristics can be used to design a new solution which makes efficient use of
distributed resources and the network.

A mobile agent system is made up of mobile agent and mobile agent service
environment (the mobile agent platform). A common agent includes the security ser-
vice module, environment interaction module, function library, internal state set, the
routing policy, constraint condition and the task solving module, and these structures
are mutually related. Generally, a mobile agent carries tasks, while the task solving
module finally executes these tasks. During solving process, the task solving module
should satisfy the constraint condition assigned by the builder.

4.1 The System Structure of the Medical Big Data Service Platform

The service platform in this paper is designed based on traditional mobile agent
platform, and its system structure is shown as the following Fig. 2.

,’ Function Mobile Moblle S
Layer Agent Agent

! \
I 1
1 1
! 1
1 1
i :
: Management [T ETIETe[Y) [Y 018 Message [
User “I il Agent Agent I“' Task
| |
i :
i SR ~S— Basic !
=‘ el Function service ’:

library module

S

e e o o e

Fig. 2. The system structure of an agent platform is mainly made up of the following parts:
message agent, management agent, task agent, function library and basic service module.
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Message agent: in charge of receiving and sending messages between the platform
and the outside, including: @ interacting with clients; ®@ receiving and sending
messages of other agent platforms and task agent. The massage agent is only
responsible for the interaction with the outside, while the management agent is
responsible for understanding and processing messages.

Management agent: in charge of decision-making of the platform, including: (D
setting up task agent by visiting function library; @ scheduling task agent, including
executing and dispatching; @ understanding and processing mutual information of
message agent; @ informing message agent to send messages or task agent to the outside.

Task agent: in charge of conducting specific tasks.

Function library: in charge of (D forming function modules; @ storing achievable
and specific functions of task agent for management agent to schedule. The management
agent can combine several function modules as a task solving module of the task agent.

Basic service module: in charge of providing necessary and basic service including
directory services and security services.

The system structure of Client’s agent platform and the data service platform are
basically the same, but their difference lies in whether the function libraries of master
station provide more function or not.

4.2 The Working Process of the Medical Big Data Service Platform

The working process is shown as the following Fig. 3.

o o

UserMAS ServerMAS
| o o

Normal request procedure)

l
1.1request() »-
1
: ————1.2lookup()———|
: K-———--- 1.3return()——————+
| 1aselect)——
| < - 1.5sendMA() — — — — —
I
|
|
1

:Il .6runTask()

Special request procedure) |

Z,Iréquest(, »
I
2.2request WithData() —»]
——————————————— 2.3sendData()- ——————————————+
2.4addFunction() »
i < - 2.55endMA() — — — — — -
I
I
| 2.6runTask()
I
e 2. 7retumn() == ————————————-

Fig. 3. Sequence diagram of working process on the medical big data service platform.
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When Client need to take data analysis, he can conduct normal request procedure:
Choose an existing function module of the service platform via his agent platform. The
service platform only needs to put this function module into a task agent and then
remove the task agent to the client’s mobile agent platform. At last, practical data
analysis and work would be accomplished.

If there is no suitable function module in the service platform, or if the client asks
for special designing, technical personnel would write new function models according
to the requirements of the client, as long as sample data and knowledge of the problem
domain are given.

After accomplishing task solving, the task agent would return to service platform
with results or execute operations such as instant death. Operations are determined by
customer requirements and the specific situation.

5 The Experiment

5.1 Experimental Design

During the experiment, two computers with Linux system have been used to conduct
the experiment. Consult texts provided by a large-scale Chinese medical consultation
website have been taken as experimental examples. According to the provided data, the
amount of texts reached 64060, related to 44 departments and 4801 kinds of diseases.
Among them, 3950 kinds of diseases of 42 departments have texts under the catalogue.
The 1553 texts of respiratory medicine department have been taken as sample data.

The classification experiment of sample data was conducted in a PC applied with
mobile agent. With a multinomial Naive Bayes classifier based on TF-IDF, the conductors
have taken the 1553 texts of respiratory medicine department as the data of the tuning
model. During the experiment, conductors adopted the way of 10-fold cross-validation to
get the accuracy of classification. Considering that the order of the data may affect the
result of the classification and that the cross-validation on data segmentation is random, the
average value of experiments have been used as the final result.

Sample data were used for parameter tuning of the generative process of the classi-
fication model. This process would be encapsulated into a task agent after the experiment
and parameter tuning. Then, another platform turned to the service platform for the task
agent, used 64060 Q&A texts for training and tested them by 10-fold cross-validation.
With the above, the average value of experiments represented the final result.

5.2 Comparative Experiment

In order to validate the dialectical ability of the algorithm we used in the data set
provided by the enterprise, several mature classification algorithms were selected to
participate in testing experiments in this section. Using the classification results of all
the data, we have compares the classification performances [10-14].

Here listed are the algorithms involved in the experiment:

(1) Decision Tree Algorithm [15]
(2) Random Forest Algorithm [16]
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(3) k-Nearest Neighbor (KNN) [17]

(4) Support Vector Machine (SVM) [18]

(5) Naive Bayes with Multinomial event model using TF feature (MultinomialNB_TF)

(6) Naive Bayes with Bernoulli event model using TF-IDF feature (BernoulliNB)

(7) Naive Bayes with Multinomial event model using TF-IDF feature
(MultinomialNB_TFIDF)

KNN algorithm has a key parameter k value need to be selected. The k value is the
empirical parameter, which indicates the number of the selected neighbours. The
selection of its value has a significant effect on the classification performance. In the
experiment, the optimal value of k is not determined. We conducted the experiment
using 1 to 20 as the k value, finding that with the k value increasing, the classification
performance decrease. So we choose 1 as the k value.

During the whole experiment, the author used the same Chinese word segmentation
tools, terminology library and stop word library.

5.3 The Classification Result

We have conducted 10-fold cross-validation many times on the sample data, expecting
to get the comparatively stable process of generating the classifier. The results of the 5
times classification of respiration medicine department are shown as the following
Table 1.

Table 1. The results of the 5 times classification of respiration medicine department

1 2 3 4 5 6 7 8 9 10 | Mean
1/86.5|82.7|86.5|83.2|88.4|88.4(88.4(87.7/89.0|87.1|86.8
2/87.8/87.8(81.4|85.2/87.1/89.0|86.5|87.7|85.8|87.7|86.6
3189.1[89.187.2/86.585.8/90.3/84.5|87.1/86.5|90.3|87.6
4190.4|88.5(87.8|82.6/84.5/83.9(89.7|89.789.0|88.4|87.5
5/88.5(82.1{86.5|85.887.1|84.5/90.3|85.2|87.7|84.5(86.2
Final result: 86.9%.

The classification results of all the data are shown as the following Table 2.

Table 2. The classification results of all the data

1 2 3 4 5 6 7 8 9 10 | Mean
1]86.4|86.0|85.0|86.2|85.8(85.2(86.2|85.4|86.0|85.6|85.8
2186.0|85.7(86.8|85.885.5/86.0/85.2/86.2|85.3/86.0(85.9
3185.5(85.6/86.3/85.985.8/85.786.6|85.9/86.2|85.2(85.9
4186.2|85.2(85.8|86.2/85.4|85.7|84.9|86.0|86.3|85.9|85.8
5/85.5[85.5(85.4|86.186.3|85.5|85.5|85.5/86.5|85.3|85.7
Final result: 85.8%.
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The results of pre-diagnosing diseases under each department are shown as the
following Fig. 4.

Precision of each Dept(%)

Fig. 4. The results of pre-diagnosing diseases under each department.
The experimental results of the comparative test are shown as following Fig. 5.

100

86.7

89.4
2 86.4
81.5 .
sof 78.6 80.8 783 811 80.3
75.4
72.5

60 |-
40 |-
20

o

DecisionTree RandomForest SVM KNN _TF _TFIDF

Precision of each Algorithm(%)

Fig. 5. The experimental results of the comparative test.

5.4 Experiment Analysis

The experiments above were carried out according to the data analysis process of the
companies in the service platform. The results of the experiment can prove that the
mobile agent data service platform proposed and implemented in this paper is feasible.

First of all, the data in Table 1 show that we have a classifier with the accuracy at
86.9% when experimenting with data from the Department of Respiratory Medicine.
The data in Table 2 show that we can get a classifier with the accuracy at 85.8% for all
data. These number means when the user publishes a new medical consultation
question, the system will recommend the text to the doctors. There are average sev-
enteen recommendations which are successful in twenty, other three recommendations
need to be manually marked and re-pushed. And there are average fifteen people in
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twenty will get the right information as soon as possible, other five will get help after
the question is reposted. And eventually they will get the guidance of doctors.

Secondly, by using the method of classifier generation for text classification in each
department, the average classification accuracy is 87.7%.

At the last, through the comparison experiment, we can figure out that the Naive
Bayesian algorithm using TF-IFD characteristic polynomial in this paper has good
accuracy in the general data set. But through the comparison of the sample data, the
accuracy rate of Decision Tree is as high as 92.9%, which indicates that Decision Tree
is more accurate than Naive Bayes algorithm in pre-diagnosing disease under specified
department. In order to confirm the conclusion, this paper uses Decision Tree to
classify diseases in all departments. Result shows the average accuracy rate of Decision
Tree algorithm is 93.1%. With the conclusion, those two algorithms can be combined
to pre-diagnosing disease to get better performances.

6 Conclusion

The research of this paper is focused on the current research hotspot — medical big data.
First of all, for the purpose of optimizing the user experience on the interaction process
of this kind of websites, researchers have made deep understanding on a famous
large-scale medical consultation website, and have conducted data analysis with the
historical data. Secondly, with the analysis results, a classifier of medical text data
based on Naive Bayes was proposed and realized to find out valuable medical logic
knowledge. In addition, in order to meet the requirement for data confidentiality when
doing outsourcing data analysis and to maximize the values of technology or models
from data analysis, this paper has carried on the discussion on the issue. Finally, a
prototype systems of data analysis service platform has been designed and realized
using mobile agent technology based on Naive Bayes medical text classifier.

Through experiment and analysis, we have validated that the classifier based on the
Naive Bayes can realize better classification of medical consultation texts and stability
compared with other algorithms. Moreover, Decision Tree can better pre-diagnose the
questions. The two algorithms can be combined to pre-diagnosing disease to get better
performances in the reality.
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