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Abstract. Nowadays the fault of automobile engines climb due to the growth of
automobiles. Traditional mechanical automobile testing is not efficient enough.
In this paper, the Machine Learning based Engine Error Detection method
(MLBED) is proposed for the complex nonlinear relation and operation param-
eters of automobile engine operating parameters such as large scale data, noise,
fuzzy nonlinear etc. This method is a fault diagnosis and early warning method
designed on the basis of self-organizing neural network, Elman neural network
and probabilistic neural network. The experimental results show that MLBED has
a great advantage in the current fault detection methods of automobile engine. The
method improves the prediction accuracy and efficiency.

Keywords: Self-organizing neural network � Elman neural network
Probabilistic neural network � Engine fault

1 Introduction

At the moment, with the development of industry and the improvement of technology,
the integration of automotive engine is very high. The most faults of automobiles is
caused by the engine where the engine is the power source of an automobile. If an
automobile is in a poor working condition, it is a very high possibility due to engine
failure. The most common engine faults are as follows. Firstly, the fuel injection
pressure of first cylinder is either too large or too small. Secondly, the needle valve of
first cylinder injector is broken. Thirdly, abnormal fuel injection pressure of engine also
can lead a direct impact on the engine’s power efficiency, running stability and
emission performance. Fourthly, oil path blockage anomaly can directly cause the
engine fail. Therefore, it is necessary to monitor the working condition to avoid the
failure of the engine [1, 2]. Early typical fault diagnosis methods are designed on the
basis of the engine thermodynamic mathematical model [3, 4]. These methods can
identify the performance loss of each component which detects multiple faults and
quantifies the performance degradation of components. The fault diagnosis is to
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identify the pattern of the fault including both feature extraction and state identification.
It is unnecessary to disassemble engine for measuring the shocking signal of engine
cylinder. This is convenient and fast. The signal information of vibration and noise is
abundant which can reflect the working condition of the engine in real-time [5, 6]. For a
long time, there is still many shortcomings in the engine monitoring system such as the
low frequency of engine examining and the poor reliability of data monitoring.

The rest of this paper is organized as follows. In Sect. 2, related engine fault
diagnosis methods are reviewed. In Sect. 3, the proposed Machine Learning based
Engine Error Detection method is introduced. The experimental results are shown in
Sect. 4. And we conclude this paper and give the future research direction in the last
section.

2 Related Work

There is a list of applications of Machine Learning Algorithms [7–13]. Ye et al. present
a method for qualitative diagnosis of some prototype faults [7]. The Back Propagation
Neural Network (BPNND) and the Probabilistic Neural Network (PNND) are applied
in the qualitative diagnosis for some prototype faults of aero-engine. The proposed
method solves the problem of the qualitative diagnosis of some prototype faults of
aero-engine. The problem is that the collection of the measured data is not clear. This
causes the further analysis cannot be taken based on data.

The adaptive fuzzy neural network is used by Ma et al. to engine fault diagnosis [8].
However, the measured parameters the authors are not collected clearly and a major
process is missed to identify algorithm accurate.

Zhou et al. present a good method which obtains good results in the engine fault
diagnosis [9]. The application of improved BP algorithm in engine fault diagnosis is
studied while an example training process and test results are given. The shortcomings
are basically caused by the structure characteristics of BP neural network. In the
training of large samples and high precision, the network does not converge and easy to
fall into the local optimal.

Gao et al. apply the Elman neural network in a engine performance fault identifi-
cation and fault diagnosis model to prove the relationship between exhaust gas com-
position on engine performance [10]. However, the classification of engine operating
conditions is insufficient, which is easy to cause the phenomenon of false positives.

A engine warning system is presented [11]. The patented system detects the
moisture and sends out the warning signal to remind the user that the air filter is in the
water and the automobile need to be stopped. The problem is the warning is only given
when automobile engine is in bad condition, and there is no fault prediction.

3 Machine Learning Based Engine Error Detection

In view of the limitation and disadvantage of the automobile engine monitoring system,
this paper proposes the Machine Learning based Engine Error Detection method
(MLBED). Twomajor mechanisms are provided byMLBEDmethods. First, Component
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analysis is improved with extracting the method of feature values from the vibration
signal and pressure signal parameters. The characteristic value preserves which estab-
lishes a comprehensive evaluation function. The characteristics of the comprehensive
evaluation function are very related to the value of energy parameters, such as the
kurtosis parameter, waveform parameters, margin parameters, pulse parameters and peak
parameters. It allows the comprehensive evaluation value. The range of the experimental
data obtained from the comprehensive evaluation value is from −4.78708 to 26.49655.
Second, the SOM classifies operational parameter of engine and diagnoses its hitch.
There are five types of faults as off-limits injection pressure of the first cylinder fuel, the
broken needle valve offirst cylinder injector, oil path blockage and exceeded fuel supply
advance angle. Third, the Elman neural network is applied for find the characteristic
value of the data to predict failure. In order to show that our results are valid and reliable,
we classifies and diagnose them by using PNN and SOM. This method can predict,
diagnosis and inspect of operating parameters of automobile engine.

Figure 1 is the structure of automobile engine warning system. Automobile engine
early warning system includes wireless sensor device, background monitoring and
early warning system. The following three components are shown.

(1) Wireless sensor data acquisition node is responsible for collecting the tempera-
ture, humidity, current, voltage, speed, torque and other data and transmit these
data to the sink node.

(2) Sink node is responsible for receiving the data which sent from each monitoring
sensor nodes and instantly transfer them to the monitoring background via
wireless network.

Fig. 1. Architecture module
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(3) Wireless communication module is in charge of the whole network system. The
network structure of wireless sensor network based on IEEE802.15 which can
realize point to point communication between nodes in the network.

The backstage monitoring and warning system of automobile engine includes main
data backup, data center (data storage), server (data pre-processing, data training and
model building), feedback monitoring and early warning results.

3.1 Self-organizing Neural Network

As shown in Fig. 2, the engine analysis of Self-Organizing Neural network
(SOM) structure schematic diagram can be classified into the field of artificial intelli-
gence in unsupervised learning. Two dimensional SOM is called KFM (FeatureMapping
Kohonen). The input network is a 6 dimensional vector x ¼ x1; x2; x3; x4; x5; x6½ � of all 6
values while the output unit is two-dimensional array, the number of 6 � 6 species. The
input layer and the output layer of each unit is fully connected where W indicates the
connection weights. The KFM of the learning process is iterative learning of G sample
vector and calculates the winning neuron. Until the change of weight W is less than a
certain threshold or a certain number of iterations, the output units of the same sample
vector belonging to the same class. Although KFM has a learning process, it can be seen
that this kind of learning method is automatically acquired from all the samples.

3.2 Elman Neural Network

A schematic diagram of automobile engine structure of Elman neural network is shown in
Fig. 3. Elman neural network analysis can be classified into the field of artificial intel-
ligence in supervised learning. The acquisition from operation parameters of automobile
engine with 5 kinds of failure modes of vibration signal analysis of vibration waveform
statistical processing including, energy parameters, kurtosis parameter, waveform
parameters, margin parameters, pulse parameters and peak parameters. The prediction
parameter values of the past parameters. Hence it is a problem of time series. If wewant to

Fig. 2. SOM neural network structure
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solve problems by applying Elman neural network, one parameter is taken before this
node N to predict a time node of the parameter value. The mapping function can be
expressed as xn ¼ f xn�1; xn�2; . . .; xn�Nð Þ. The training samples and test samples are
divided, and the Elman neural network is established.

3.3 PNN Probabilistic Neural Network

A schematic structure of probabilistic neural network engine (PNN) is illustrated in
Fig. 4. The analysis of PNN can be classified into the field of artificial intelligence in
supervised learning. Acquisition of automobile engine normal operation and five kinds of
failure modes of vibration signal analysis of vibration waveform statistical processing
including energy parameters, kurtosis parameter, waveform parameters, margin
parameters, pulse parameters and peak parameters. As a fault judgment training sample,
twelve input samples, each sample is six dimensional vector x ¼ x1; x2; x3; x4; x5; x6½ �.
Then the PNN is established for each of the samples, which is six dimensional vector and
the classification model is six.

Fig. 3. Structure of Elman neural network

Fig. 4. Structure of PNN neural network
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4 Simulation Results and Analysis

4.1 Improved Principal Component Analysis

Table 1 is SPSS results after the operation. The discriminant equation is obtained
according to the coefficient of the non standardized discriminant equation:

D1 ¼ 0:029 � EPþ 0:05 �MPþ 0:002 � PP1þ 0:009 � KPþ �0:017ð Þ � PP2� 1:182

D2 ¼ 0:045 � EPþ �0:029ð Þ �MPþ �0:001ð Þ � PP1þ 0:014 � KPþ �0:319ð Þ
� PP2� 0:583

D3 ¼ 0:004 �WPþ 0:012 � EPþ 0:005 �MPþ 0:011 � PP1þ �0:004ð Þ
� KPþ 0:457 � PP2� 2:009

4.2 Results of SOM Self Organizing Neural Network

Table 2 presents the results of Matlab operation. The application of SOM neural network
presents the current operating state of the engine time node under time node from 1 to 4.
The engine running state reflects the injector needle wear of first cylinder, low or high
fuel injection pressure of the first cylinder, or the fuel supply advance angle before 5ʹ*6.

Table 1. Canonical discriminant function coefficient

Function
1 2 3

Waveform parameter (WP) .000 .000 .004
Energy parameter (EP) .029 .045 .012
Margin parameter (MP) .050 −.029 .005
Peak parameters (PP1) .002 −.001 .011
Kurtosis parameter (KP) .009 .014 −.004
Pulse parameters (PP2) −.017 −.319 .457
(constant) −1.182 −.583 −2.009

Table 2. SOM output result

Time node 1 2 3 4 5

Running statement Statement 2 Statement 1 Statement 1 Statement 2 Statement 2
Time node 6 7 8 9 10
Running statement Statement 2 Statement 2 Statement 2 Statement 2 Statement 4
Time node 11 12 13 14 15
Running statement Statement 4 Statement 4 Statement 2 Statement 3 Statement 4
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4.3 Elman Neural Network Results

As shown in Fig. 5, the left figure is the prediction results of MLBED method, while
the right figure is the prediction results by applying [11]. The prediction results are not
good due to the small size of the sample, and the input dimension is high. Therefore for
each input variable relative output characterization can be imprecise. However, if the
sample data is large enough, the model is better.

As shown in Fig. 6, the left figure is the result of the MLBED method while the
right figure is the residual error of applying [11]. Fine results of MLBED are shown in
the vicinity of 0 of the residual fluctuations, it does not appear big deviation. However,
compared to method of [11], you will find that the residuals are close to 0 near the
convergence of data. If the forecast data is more than 170 of the time, the residual error
appears larger fluctuations and the accuracy of the prediction is also high. Therefore the
prediction of a certain range of data is still very accurate.

Fig. 5. Comparison of test results with other simulation results

Fig. 6. Comparison of test results with other studies
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4.4 PNN Probabilistic Neural Network Results

Probabilistic neural network (PNN) is simple in structure and its training process. PNN
model for the robust nonlinear classification capability. The fault sample space is
mapped into the fault pattern space to form a fault diagnosis network system with
strong fault tolerant capability and structure adaptive capability, which can improve the
accuracy of fault diagnosis (Table 3).

5 Conclusion

In this paper, the early warning system is designed for automobile engine while the
MLBED method is proposed on the basis of a data acquisition and machine learning
method. It provides the classification of the automobile engine fault prediction. The
experimental results show our proposed method provides accurate fault recognition and
prediction.
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