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Abstract. Network Functions Virtualization is a new network architecture
framework and is revolutionizing the way networking service that how to design
and deploy. NFV promotes virtualizing network functions and improves the
flexibility to resource orchestration for request service function chains. How-
ever, how to find the most suitable resource in NFV-based network resource is a
challenge. This paper presents a comprehensive state of the NFV resource
orchestration by introducing a dynamic resource orchestration architecture that
can configure dynamic resources. With consideration of load balance, energy
cost and resource consumption, the resource orchestration is formulated as a
multi-objective optimal problem. Finally, a multi-objective simulated annealing
algorithm is used to obtain the optimal resource strategy to deploy network
functions. Simulation results show that the solution for dynamic resource
orchestration can achieve approximate optimal solution in acceptable time and
reduce 8% energy consumption with a 0.89 Jain’s fairness index.

Keywords: NFV � Service function chains � Performance optimization
Resource orchestration

1 Introduction

Network Function Virtualization (NFV) is revolutionizing the way networking service
are designed and deployed, and is a promising technique to meet the requirements of
explosive data traffic in fifth generation (5G) mobile communications [1]. Compared to
traditional network where dedicated hardware is required for each function (manually
installed into the network), the NFV virtualizes the network functions (NFs) (e.g., local
cache, firewalls, load balancers, databases), which can be hosted on commodity
hardware (i.e., industry standard servers, storage and switches). NFV transforms the
way that how network operators architect their infrastructure by leveraging the
full-blown virtualization technology to separate software instance from hardware
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platform and by decoupling functionally from location for faster networking service
[2]. These functions decoupled from the underlying hardware are knows as Virtualized
Network Functions (VNFs).

Under the paradigm of NFV, the networks provide considerably more flexibility,
leads to efficient and scalable resource usage and reduce costs. Despite the emergence
of NFV, deploying and orchestrating VNFs still requires more research and develop-
ment. To facilitate the service management in NFV environments, service function
chaining technique is proposed. A SFC is describes the various NFs and how they
interact to provide a complete network service [3]. In order to offer various service, the
operator needs to configure the networking infrastructure to direct the right traffic
through the right service chain. Since the deployment and management of NFs pro-
viding the services usually require a significant capital investment, the operators are
seeking ways to optimize the resource utilization of theses NFs. The key to exploiting
the potential of the NFV based networks is the issue of resource orchestration in SFC.

Resource Orchestration (RO) is the set of operations that cloud providers and
application owners undertake for selecting, deploying, monitoring, and dynamically
controlling the configuration of hardware and software resources as a system of quality
of service-assured components that can be seamlessly delivered to end users [4].
Orchestration can significantly reduce the cost and the time required for provisioning
new services with respect to today’s standards by allowing the joint allocation of
different types of physical or virtual resource.

However, there are still many issues that need to be tackled in the resource orches-
tration of SFC. In [5], the authors study the network slicing based on 5G and futuremobile
network.One is to achievedynamicvariation of service resource requirements arise froma
number offactors, including resource capacity demand, failures, end-user access patterns,
andvariations in resource prices. The other is configuringdynamic resources.The impetus
behind NFV environment if the ever-increasing demand to manage growth and increase
computing flexibility by dynamic scaling up or down resources based on demand [2].
Moreover, dynamic configuration of resources is a complex issue because of lack of
visibility and control across heterogeneous services at different layers.

Recently, there have been many efforts on how to configure dynamic resources from
both academia and industry. In [6], the authors study the problem of dynamic and pro-
graming resource orchestration in Mobile Cloud Computing (MCC) environment, and
propose a multi-objective particle swarm optimization algorithm by considering resource
choice for complicated servicewheremultiple tasks are composed together. Anotherwork
in [7] studies NFV resource allocation problem, and proposed a coordinated approach
Jointly Optimize the ResourceAllocation inNFV (JoraNFV) to jointly optimization three
phases inNFV resource allocation.While initial research results are promising, more than
that, inmany casedesigning effective dynamic resourceorchestration techniques that cope
with large-scale NFV environment remains a deeply challenging problem.

In this paper, we focus on the configuring dynamic resources orchestration in NFV
environment. More specifically, we search for the optimal resource strategies and
dynamically configure resource to meet requirements and constraints. To solve this
problem, we propose a dynamic resource orchestration framework that contains a
software defined architecture along with the multi-objectives optimization algorithm
aiming to obtain the optimal resource configurations.
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The rest of this paper is organized as follows: Some related works are presented in
Sect. 2. After that, we present the dynamic resource orchestration architecture in Sect. 3.
The algorithm to solve configuring dynamic resource problem is introduced in Sect. 4.
Section 5, we report performance evaluation results. Section 6 concludes this paper.

2 Related Works

Over the last few years, some works have already been done to study resource
orchestration in NFV environment.

Recent studies show that, in an enterprise network, the number of middle-boxes is
comparable with the number of routers and switches needed to maintain the operation of
the network [8]. Sherry et al. [9] presents a comprehensive state of the art of NFV-RA by
introducing a novel classification of the main approaches that pose solutions to solve the
resource allocation of demanded network services in NFV-based network infrastructure.
He proposed three different stages of NFV-RA. In addition, NFV facilitates installation
and deployment of VNFs on general purpose server [10, 11], thus allowing dynamic
migration of VNFs form one server to another, that is, to any place of the network [12].

In [13], a two-layer home-to-home cloud framework which allows intra-home
resources to be shared among consumer electronic devices and inter-home resources to
be shared among neighboring houses is proposed to find the most suitable resources in
the home cloud. But the optimal orchestration strategy in [13] fails to scale or down
resources based on demand dynamically.

VNFs can be deployed and reassigned to share different physical and virtual
resource of the infrastructure, so as to guarantee scalability and performance require-
ments. Tao et al. [14] work on the resource service composition in industry grid system,
and exploit the standard particle swarm algorithm to find the solution. In [15], the
authors propose two heuristic algorithms to optimize middle-box placement problem.
One is greedy algorithm, and the other is simulated annealing algorithm. Their simu-
lation results show that the Simulated Annealing algorithm outperforms the Greedy
algorithm. However, the resource orchestration techniques mentioned above don’t
effectively support dynamic resource configuration. For example, service or dataflow
can’t be dynamically and automatically partitioned or migrated arbitrarily from one
cloud service to another if demand cycles increase.

Therefore, the dynamic resource orchestration in the NFV environment should take
the CPUs and energy consumption into consideration. In this work, a dynamic
NFV-based resource orchestration architecture and a multi-object simulated annealing is
proposed to find the appropriate solution for service to meet requirement and constraints.

3 System Architecture

3.1 NFV-Based Resource Orchestration Architecture

In this section we present the proposed integrated NFV Resource Orchestration and
Management Architecture in order to deploy Virtual Network Functions (VNFs) on top
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of an integrated cloud and network platform (i.e., NFV infrastructure (NFVI)).
The NFVI is composed of heterogeneous multi-domain and multi-layer transport
networks with heterogeneous transport and control technologies interconnecting dis-
tributed Databases Centers, providing computing, storage, and network resources.
Today, cloud computing systems follow a service-driven, layered software architecture
model, with Software as a service, Platform as a service, Infrastructure as a service. On
top of this physical infrastructure, we deploy an NFVI virtualization layer responsible
for virtualizing the computing, storage, and network resources of the NFVI by means
of a virtualized infrastructure manager.

As shown in Fig. 1, the NFV based Resource Orchestration System is composed of
Resource and Management Controller, VNFs (for example, database appliance, load
balancer, auto scaling, virtualized HSS, virtualized MME, virtualized S-PGW) and the
physical infrastructure. The Resource and Management Controller as well as Orches-
tration Controller is a centered controller for resource orchestration by interacting with
distributed flexible Agents. The communication and monitoring functions for the
resources are encapsulated in the Agents.

3.2 Resource Orchestration Controller

The Resource Management and Orchestration Controller is composed of three func-
tional modules: monitor function, decision function and execution function, as show in
Fig. 2(a). They are responsible for the set of operations that cloud providers and
application owners undertake for selecting, deploying, monitoring, and dynamically
controlling the configuration of hardware and software. The abstract resource and
management orchestration operations in the lifecycle of an application or service are
resource selection, deployment, monitoring and control, as shown in Fig. 2(b).
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Fig. 1. NFV-based Resource Orchestration System
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Monitor Function collects and aggregates the status and performance metrics of
consumer electronic devices. By this function, the Orchestration Controller obtains the
resource parameters such as CPU, storage and communication capability, or the Cache
memory.

Decision Function receives the register message of connection, or the control
message from Agent, and records the resource parameters. It also gathers the perceiving
and monitoring information, and transmits the resource orchestration policy from
orchestration controller to the selected VFs.

Execution Function is calculation module in the Resource Orchestration Controller,
which takes use of the monitoring information and obtains the resource orchestration
policy from the optimization problem. The service function can be abstracted to
application with specific functions and parameters. Then according to resource
requirements, this function executes the intelligent algorithm and provides the optimal
resource orchestration strategy for a virtual function.

3.3 Interactive Procedure

The could computing resources may not stick to only one service or platform, so taking
advantage of virtualization resource has become a key issue. Based on this, our goal is
to achieve the automatic management of Virtual functions (VFs) and service orches-
tration, meeting the quality of service (QoS)-assured components that can be seam-
lessly delivered to end users. In Fig. 3, for collecting the resource status, Orchestration
Controller subscribes the information for each Agent. When the user’s behavior or the
timer is triggered, Agent sends the information to the monitor function box in
Orchestration Controller. When a service’s request arrives at the Orchestration Con-
troller, it finishes the virtualization resource orchestration (in the Decision Function
box) and transmits the strategies to the Execution Function box.

When Agent receives the strategy, it performs the service management or
deployment and executes the service. After that, it collects the result of its previous
services, updates the results, deletes the records of itself and transmits the results to the
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Function
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Fig. 2. Orchestration controller and operations
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Orchestration Controller. The interaction message of Agents and Orchestration Con-
troller are implemented by using Representational State Transfer (REST) Application
Programming Interfaces (APIs) that is easy for extending.

4 Resource Orchestration Algorithm

4.1 Problem Definition

Figure 4 depicts the basic resource orchestration in NFV resource management. The
left part is the service chaining which consist of function units (VFs) hosted on NFV
nodes. By isolation, multiple VFs can run on the same physical could server, e.g. three
units on Infrastructure-based resource area A and four units on Infrastructure-based
resource area B. It should be noted than the CPU, storage, and network resources in A
and B is different. On the right part of Fig. 4, there is mapping part from physical
resources to virtual resources. The NFV resource are abstracted to services with
specific functions and parameters. The VFs in a complicated service chaining is
modeled as dataflow graph and denoted by Directed Acyclic Graph, depicted in Fig. 3.
Due to the difference existing in the hardware resources, the appropriate resource is
chosen for VFs according to the global optimization goal during user’s behaviors. As
the metrics such as resource cost, resource availability and CPU load average are not
relevant or not following the same trend or even conflicting with each other, improving
one metric may result in the deterioration of another one.

The multi-objective resource orchestration is to find a solution set Resource
Orchestration Path (ROPSET ) in which each solution ROPd has extreme optional value
of aggregated metric, i.e.
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minFðROPdÞ ¼ a �minEðROPdÞþ b �minCðROPdÞþ c �min LðROPdÞ ð1Þ

where d ¼ 1; . . .; n; ROPd 2 ROPset, aþ bþ c ¼ 1, E(ROPd), C(ROPd) and L(ROPd)
are the energy consumption, resource charges and CPU load average of ROPd

respectively. F is the target vector function.
Energy consumption (Er;i

s ) means the total energy consumption of service i when
VFs node is hosted on the resource r. It is determined by the amount of transmitted
data. ertrans is the energy consumption of transmitting per unit (bit) data to resource r.
Vi
load is the data volume of service i deploy to the NFV resource and Vi

interact is
interaction data volume between NFV resource and resource orchestration controller
during the service i execution. ecomput is the energy consumption of computing per unit
(bit) data and Vi

comput is the local data volume of the service i.

Er;i
S ¼ ertrans � ðVi

load þVi
interactÞþ ecomput � Vi

comput ð2Þ

Resource charges (Cr;i
S ) refers to the price pay for the specific NFV resource r

where service i will be offload to. Let crstorage be the storage charge of selected resource
r, crcomput be the computing charge of selected resource r, and cr;ccommun be the com-
munication cost from resource r to resource orchestrator controller when service i will
be offloaded to. Vr;c

commun is the data volume transmitted from resource r to resource
orchestrator controller.

Cr;i
S ¼ crstorage þ crcomput þ cr;ccommun � Vr;c

commun ð3Þ
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CPU load average (Lr;is ) represents the average system load over a period of time.
An idle computer has a number of 0. Each process using or waiting for CPU increments
the load number. For single-CPU systems that are CPU bound, one can think of load
average as a percentage of system utilization during the respective time period. For
system with multiple CPUs, one must divide the number by the number of processors
in order to get a comparable percentage. liA is the CPU load average of
infrastructure-based resource area A when service i is hosted and nA is the total number
of service hosted on A.

Lr;iS ¼ min½
XnA

i¼0

liA;
XnB

i¼0

liB; � � �� ð4Þ

4.2 Resource Orchestration Algorithm

The resource orchestration is to select the optimal from all possible candidates con-
sidering multiple objectives (e.g. energy consumption, resource cost, resource avail-
ability), which is known as multi-objective optimization problem. We take use of the
Multi-Objective Simulated Annealing (MOSA) algorithm to solve this problem, for it is
a general random search framework that can get near-optimal solutions of combina-
tional optimization problems. Besides, the advantage of MOSA is it can keep
improving the solution effectively if time allows.

The MOSA algorithm for resource orchestration is stepped as follows:

Algorithm: MOSA for the dynamic resource orchestration

Kprwvu: temperature T ; parameter λ; probability set p
Qwvrwv: resource orchestration strategy dROP
// Initialization

( )T t Tλ= , 0t t= ,
/( ) F tp F e−ΔΔ = , setIteNum L ROP= ⋅ , 0i =

yjkng" i IteNum< fq

eROP ← generate neighbor of dROP

calculate ( ) ( )e dF F ROP F ROPΔ = − , ( )p FΔ
kh" 0FΔ < vjgp

d eROP ROP←
kh (0,1) ( )rand p F< Δ vjgp

d eROP ROP← with probability p
gpf

gpf
1i i= +

kh ( , ) 0mod i L == vjgp
t ← update temperature t

gpf

Tgvwtp" dROP
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5 Performance Evaluation

5.1 Simulation Scenarios

The implementation set-up consists of a test bed with seven VMs of desktop PCs
performing as the NFV clouding computing resource. The VFs are all configured with
1 GB memory, CPU 3.2 GHz, gigabit Ethernet network interfaces, and Linux oper-
ating system, and are deployed with the Resource Controller for orchestration
resources.

In the simulation scenarios, we generate specific service function chain that include
different types services which hosted on NFV based resources. For each component
service, the Vi

load , V
i
interact, V

i
comput and Vr;c

commun are generated according to a uniform
distribution. We generated serval resource providers to represent different NFV based
resources with ertrans, ecomput, c

r
storage, c

r
comput and cr;ccommun follow a uniform distribution.

The detailed setting is shown in Table 1. The resource parameters of service functions
are generated while the service function is getting started. The available time Tstart and
Tend are set to 0 and 5 min, respectively. And we take an example of a service function
chain that contains NFs and dataflow depicted in Fig. 5.

2

3 6

7

54

1

Fig. 5. Service dataflow in simulation scenarios

Table 1. Simulation parameters

NFV resource Service MOSA
Parameters Values Parameters Values Parameters Values

ertrans [1, 5] Vi
load [10,80] a 0.3

ecomput 3 Vi
interact [10,50] b 0.4

crstorage [1, 10] Vi
comput [20,100] k 0.3

crcomput [20,50] Vr;c
commun [5,30] liA [0.1,0.7]

cr;ccommun [0,1]
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5.2 Simulation Results

In order to evaluate the performance of the proposed Resource Orchestration Archi-
tecture and the MOSA algorithm, we carried out the evaluation through a combination
of testbed based experiments and numerical simulations. We use the testbed to evaluate
the real service functions in small scale network with different physical infrastructures.
In our evaluation, we compare the proposed algorithms against a baseline algorithm
(Greedy Algorithm) and a basic resource orchestration (without any algorithm).

(1) Energy evaluation

To evaluate the performance of MOSA algorithm, we generate seven NFs that contains
multiple instances hosted on different hardware resources in total. The physical hard-
ware is different in computing resource, storage resources, etc. We started the resource
orchestration with MOSA algorithm at 40 min when the virtual machine was deployed,
for the installation and configuration of service functions.

As shown in the Fig. 6, we can observe that MOSA-based approach slightly out-
performs GA-based, and both MOSA and GA-based approach outperform basic RO
without any algorithm in the runtime of orchestration operations. There are mainly due
to two reasons. Firstly, both MOSA and GA-based approach are taking the energy
consumption into consideration before configuring resources. Second reason is the
CPU load average of hardware or software resource are also considered in MOSA
approach, which is related to the energy consumption. On average, the MOSA-based
approach will reduce 8% energy consumption than basic RO and reduce 3% than
GA-based algorithm.

Fig. 6. Energy consumption of infrastructure
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(2) Load evaluation

In the MOSA algorithm, we considered the CPU load average of the physical infras-
tructure or service functions. The Jain’s Fairness Index indicates the fairness of dif-
ferent algorithm for resource invocation [16]. It is defined as follows:

f ðx1; x2; x3; . . .; xnÞ ¼ ðPn
i¼1 xiÞ2

n
Pn

i¼1 x
2
i

ð5Þ

The Jain’s Fairness Index was calculated for each of SFs and is shown in Fig. 7. It
can be observed that the fairness is improved with the MOSA-based or GA-based
approach compared to basic RO. The Jain’s index can achieve about 0.89 with MOSA
and 0.87 with GA, which is higher than basic RO with about 0.77. It shows that,
considering CPU load average and configuring dynamic resources, MOSA approach
perform consistently on different resources. The Jain’s index of MOSA becomes better
when the network scale becomes larger and larger, and more instances are deployed,
which also make resources more fair.

(3) Execution Time

To evaluate the execution time, we use MOSA and GA-based approach to deploy
service functions chain on different physical infrastructure. The request service chain
contains 7 VNFs and the number of virtual nodes in network is set from 10 to 100 with
an interval of 10. The simulation result is shown in Fig. 8. With the increase of the
number of nodes, the execution time are increasing, but the MOSA and GA-based
approach take less time than basic resource orchestration without any algorithm. The
MOSA-based approach can hit optimal solutions of configure dynamic resource in
acceptable time.

Fig. 7. Jain’s fairness index of CPU load average
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(4) Multi-object evaluation

To facilitate understanding results, we use the three-dimensional figures to show the
optimal solutions in resource orchestration. The result is shown in Fig. 9. It contains 30
instances of service functions for each algorithm. Pentagram represent the value of
MOSA algorithm in the objective space. We can find that the MOSA can obtain more
optimal results than GA algorithm and basic resource orchestration.

Fig. 8. Execution time performance of algorithms

Fig. 9. Comparisons of resource orchestration results
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6 Conclusion

In this paper, we target the problem of dynamic resource orchestration in NFV envi-
ronment. Our work goes beyond existing approaches by considering resource choice
for service function chaining, while others mainly focus on single influencing factors or
static deployment problem. We thus designed the NFV-based Resource Orchestration
Architecture to dynamic select the optimal resource candidates for VNFs. We defined
the resource orchestration as an optimization problem with the multi-objective, i.e.
energy consumption of infrastructure, resource charges and CPU load average. To
obtain the optimal results for resource orchestration, we introduce the Multi-Objective
Simulated Annealing in the core of resource orchestration controller. Simulation results
show that the multiple solutions for dynamic resource orchestration can archive the
optimal solutions in acceptable time. The proposed algorithm can be used in many
scenarios, for example, it can be used to dynamically optimize service functions in
NFV-based environment.
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