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Abstract. Due to the fast progress of mobile internet and smart phone, telecom
operators store massive telecom big data. In this paper, we utilize telecom big
data for the user analysis and application. Initially, this paper studies the content
of telecom big data. Then, 360-degree user portrait is drawn via three types of
factors, including user’s information, user’s consumption behavior and service
behavior. Based on the user portrait, this paper seeks 4G potential users via data
mining technique, which includes the business understanding, data preparation,
model building, model training, model evaluation and model deployment steps.
Based on the 4G potential users, the marketing department can accelerate the
transferring process from 2G/3G users to 4G users.
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1 Introduction

The telecom industry experiences fast progress in the past decade [1, 2]. The dra-
matically increased network capacity and transmission rate allow a large number of
users to get access to networks [3, 4]. The telecom industries generate abundant
information, which is called telecom big data [5]. It’s generally known that telecom big
data brings great opportunity for telecom operators [6, 7].

Recently, telecom operators utilize telecom big data to generate value and bring
profits, the value chain of telecom big data includes four stages, as shown in Fig. 1.

Fig. 1. Value chain of telecom big data
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The first stage is the data generation stage since customers generate abundant data
during the telecom services [8]. As the channel to bear these services, networks also
generate massive signaling data and service data [9, 10]. According to the data source,
telecom big data includes BSS data and OSS data. BSS data includes customer personal
information, voice billing details, data billing details, monthly billing etc. OSS data
includes measurement report (MR), counter, performance indicator, call detailed record
(CDR), engineering parameters etc. [11, 12].

The second stage is the data collection stage. The widely used method is telecom
operators set acquisition equipment in the network interface, thus collecting the data
stream, which pass the network interface. Typical network interfaces include A and
Abis interface in the switching network, Gb and Gn interface in GPRS, lu-PS and
lu-CS interface in 3G, S1 and X2 interface in LTE [13, 14].

After collecting the data stream, in the third data storage stage, telecom operators
can resolve data stream and form new-structure data, which suit for storage. Then,
telecom operators store these data. Since telecom big data has the characteristics of
large volume, effective storage is vital and cloud mechanism is a promising technique
to store telecom big data in the future [15].

The key of big data era is to seek the data value in the data analysis and application
stage [16, 17]. On one hand, telecom big data can be utilized in the telecom industry,
for example, telecom big data based network planning and optimisation, telecom big
data assisted market strategy, value-added service, telecom big data analysis of network
quality and performance [18, 19]. On the other hand, telecom big data can be also
utilized for the relevant industries, for example, advertisement, smart finance, transport,
epidemic control, human flow control, public sentiment monitoring etc. [20].

In order to study the telecom big data application in the telecom industry, this paper
analyses the content of telecom big data and then draw the 360-degree user portrait,
including the characteristics, the resident area, the mainstream services and other
preferences of users. According to the user information and behavior, this paper uses
data mining technique to seek 4G potential users for telecom operators.

This paper is organised as follows: Sect. 2 describes the user portrait. Section 3
introduces the data mining process and presents 4G potential users analysis in details.
Conclusions are given in Sect. 4.

2 360 Degree User Portrait Analysis

Section 2 introduces the telecom big data and extracts user related information to draw
the user portrait. According to the data source, there are twenty-three types of telecom
big data, including seventeen types of OSS domain data and six types of BSS data [21].
The details of telecom big data are list in Table 1.

In this section, we extract user related information from above 23 types of telecom
big data. Then, we get three types of factors to draw the 360-degree portrait for each
user, as shown in Fig. 2.

The first type of factors is the user’s information. It includes a series of static
attributes, including the age, the gender, the member level, the network type, the user
state etc. [15, 22].
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Table 1. Telecom big data source

Index Category Data source

1 OSS
domain

Engineering parameters
2 DT/CQT data
3 IU-PS/Gn/S1 interface data
4 CDR (call detailed record) data
5 MR (measurement report) data
6 Wireless traffic statistical data
7 Wireless parameters
8 Core network data
9 Alarm data
10 Wireless call trace data
11 Equipment version and patch
12 Equipment load data
13 Wireless counter data
14 Core network counter data
15 Complaint data
16 Voice detail data
17 Resource configuration data
18 BSS

domain
User detailed information

19 Monthly bill data
20 Voice service detail data
21 Data service detail data
22 Product information
23 Terminal information

Fig. 2. 360-degree portrait for each user
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The second type of factors is the user’s consumption behavior. It includes four
types of sub-factors, including the service character, the consumption character, the
trace, and the channel character [17, 23].

The third type of factors is the service behavior. It includes five types of sub-factors,
including the time preference, the geography preference, the service preference, the
terminal preference, and the Application (APP) preference [23].

After drawing the 360-degree portrait of each user, we further analyze the
user-group. This user-group analysis aims at studying the corresponding group of user
(e.g., potential value user-group, Iphone terminal user-group, 4G migrated user-group,
youth user-group etc.), according to a specific service requirement or a specific char-
acter [19, 24]. Typical user-group/clustering analysis algorithms include K-Means
algorithm, Clarans algorithm, Focused-Clarans algorithm, K-Medoids algorithm etc.
[25, 26].

On the basis of the 360-degree portrait and the user-group clustering analysis, we
can jointly analyse the user information, the consumption behavior, the service
behavior, as well as the network performance [27, 28]. In all, the 360-degree portrait
and the user-group analysis help telecom operators identify serving users and be aware
of the user-group precisely.

3 Data Mining Process for 4G Potential Users

3.1 Overall Process of 4G Data Mining

This section discusses the process of data mining for the 4G potential users targeting.
The data mining process for working a machine learning (ML) problem is illustrated in
Fig. 3. The whole process consists of six phases. This process provides a good cov-
erage of the steps needed, starting with business understanding, data preparation, model
building, model training, model evaluation, model deployment.

3.2 Business Understanding

A data mining project starts with the understanding of the business problem [26, 29].
In this process, data mining experts, business experts, and domain experts work closely
together to define the project objectives and the requirements from a business per-
spective. The project objective is then formulated into a data mining problem.

As for the 4G potential users targeting problem, the purpose is to target the
potential users from existing 2G or 3G users. It is because the potential 4G users will
contribute a lot to the growth of the services traffic in the near future. In addition, LTE
network deployment is undergoing rapidly in China, telecom operators are trying to
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Fig. 3. Overall process of data mining for 4G potential users
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persuade 2G or 3G users to camp on LTE network to provide more efficient data
services and better user experience, as well as the guaranteed quality of service
(QoS) [2, 21].

3.3 Data Preparation

It is generally known that machine learning algorithms learn from data. The quality of
the training data is vital factor that impacts the model performance. Therefore, it is
critical that ML algorithm has the appropriate data for the problem formulation.

For the data preparation, the first step is collecting the data related with the
problem. And then we try to be aware of the details of the data. The next step is to
identify data quality problems such as data missing problem, data transformation etc.
With regarding the problem in this paper, the user basic information, user consumption
information, user service behavior information are needed.

3.4 Model Building

Model building actually is defining the abstract problem in a mathematical way that can
be understood by machine. For a certain problem, you can select and apply various
mining functions because you can use different mining functions for the same type of
data mining problem. For example, Logistic Regression, Decision Tree, Support Vector
Machine can all be used to deal with the classification problem [23]. However, different
kinds of algorithm has its own applicable scenario and require specific data types.

For this paper, apparently this is a problem of classification, which aims to dis-
tinguish the potential 4G users from all the telecom subscribers. The two different
groups can be expressed in Eq. (1):

4G potential user ðQiÞ¼
1; Qi is 4G potential user

0; Qi is not 4G potential user

(
ð1Þ

Then the problem of this paper can be showed in the following linear mathematical
model:

y ¼ hTz ¼ h0 þ h1z1 þ h2z2 þ ; . . .; þ hnzn ð2Þ

where h is the weighting value, z is the feature vector.

3.5 Model Training

The process of model training is to train the model built in previous part by using
training data. After the training process, we can get a ML model that attempts to predict
whether a new user will be a potential 4G user or not.

During the model training process, another import issue can determine the corre-
sponding features. This process is called the feature engineering, which aims to
transform original data into features that make ML algorithm work precisely.
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The feature engineering can be divided into several parts. Firstly, select the relevant
variables to the target based on the understanding of the data, as for the topic in this
paper, the user smartphone network type, the user traffic consumption etc. will have
great influence to the 4G user prediction. Secondly, feature construction and feature
selection. Sometimes, the feature can be obtained directly from the raw data, and for
other times, we have to do some transformation to generate some more powerful
features. Then we can evaluate each feature’s contribution to the accuracy of the model,
the unimportant features will be eliminated. Thirdly, we will check weather this set of
features will work with the model precisely. We will choose the set of features gen-
erated the better prediction result. Lastly, if the prediction result is not ideal, then go
back to the beginning part to create more features until the model result is well. From
the above steps, we can see that the process of feature engineering is an iterative
process.

For model training part in this paper, because this is a classification problem, we
will choose the classic LR algorithm [15] to predict the 4G potential users. LR algo-
rithm is a binary classification problems predict a binary outcome (one of two possible
classes). LR generates the coefficients of a formula to predict a logit transformation of
the probability of presence of the target of interest.

logitðpÞ ¼ b0 þ b1z1 þ . . .þ bkzk ð3Þ

where p is the probability of presence of the target of interest and total k independent
features z ¼ ðz1; z2; . . .; zkÞ.

The logit transformation is defined as the logged odds:

odds ¼ p
1� p

ð4Þ

where p can be denoted in the Eq. (5):

PðY ¼ 1 j zÞ ¼ 1
1þ e�gðzÞ ð5Þ

where gðzÞ ¼ b0 þ b1z1 þ . . .þ bkzk, b is the regression coefficient [26]. Similarity, we
can define the probability of absence of the characteristic of interest:

PðY ¼ 0 j zÞ ¼ 1� PðY ¼ 1 j zÞ ¼ 1� egðzÞ

1þ egðzÞ
¼ 1

1þ egðzÞ
ð6Þ

Based on Eqs. (5) and (6), the Eq. (4) can be expressed as:

logð p
1� p

Þ ¼ logðegðzÞÞ ¼ gðzÞ ¼ b0 þ b1z1 þ . . .þ bkzk ð7Þ
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In Eq. (7), the coefficient b is what we want to learn from the training data. The cost
function can be denoted as:

LðbÞ ¼
Y

Pðyi ¼ 1 j ziÞyið1� Pðyi ¼ 1 j ziÞÞ1�yi ð8Þ

We can get the value of each b coefficient via GD (Gradient Descent) algorithm.

3.6 Model Evaluation

Model evaluation metrics are used to assess goodness of fit between model and data, to
compare different models, and to reveal the accuracy of the model predictions. Actu-
ally, there are many ways to do the model evaluation, such as the Confidence Interval,
Confusion Matrix, Gain and Lift Chart and ROC curve etc. In terms of the classifi-
cation problem in this paper, we introduce Confusion Matrix method to measure the
model’s performance.

A confusion matrix is a N � N matrices. N is the number of classifications.
A 2 � 2 confusion matrix for two classes (Positive and Negative) is presented in
Table 2.

From Table 2, we can see that the performance of the classification models can be
evaluated using the data in the matrix. T11 is called correct positive prediction, these are
cases in which we predicted yes (they are the potential 4G users), and they are actually
potential 4G users. Similarly, T12 is called incorrect positive prediction, T21 is called
correct negative prediction, T22 is called incorrect negative prediction.

Various measures can be derived from a confusion matrix [26]. The first metric is
MAccuracy, calculated by Eq. (9). MAccuracy reflects the proportion of the total number of
predictions that were correct.

MAccuracy ¼ T11 þ T22
T11 þ T21 þ T12 þ T22

ð9Þ

The second metric is MPrecision, calculated by Eq. (10). MPrecision reflects the pro-
portion of actual positive cases which are correctly identified.

MPrecision ¼ T11
T11 þ T12

ð10Þ

The third metric is MRecall, calculated by Eq. (11). MRecall reflects the proportion of
positive cases that were correctly identified.

Table 2. Parameters in confusion matrix

Target
Positive Negative

Model Positive T11 T12
Negative T21 T22
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MRecall ¼ T11
T11 þ T21

ð11Þ

Finally, we can get the ideal data model for the targeting for 4G potential users.

3.7 Model Deployment

After the model is validated, telecom operator can apply this model to 4G potential user
classification. For each existing 2G or 3G user, this model will present the classification
results. A data mining process continues after a solution is deployed. Data mining is an
iterative process, since both the data and services are changing during the process.

3.8 Application Deployment and Results Analysis

This paper applies the proposed data mining algorithm based 4G potential users pre-
diction in the city central area of China (named as A-city). Table 3 and Fig. 4 show the
mining results. There are 1807674 2G mobile users in A-city. Employing our proposed
data mining algorithm, 108000 of 2G users are predicted as 4G potential users. Then,
market department of the telecom operator utilises this potential users list to take
relevant marketing measures/methods to persuade these users transferring from 2G to
4G. Finally, 58423 2G users transfer to 4G successfully. Therefore, the 4G user
conversion rate reaches 54.10% (namely, 58423/108000) under 2G scenario.

Similarly, from Table 3 and Fig. 4, there are 1063955 3G users in A-city. The
proposed data mining algorithm predicts that 335000 3G users are 4G potential users.
After employing marketing measures/methods by the market department of the telecom
operator, 216581 3G users transfer to 4G successfully. Hence, the 4G user conversion
rate reaches 64.65% (namely, 216581/335000) under 3G scenario.

Fig. 4. Number and rate of 4G user conversion
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Figure 5 shows the 4G potential users distribution in the downtown of A-city. Red
area reflects that this area has a large number of 4G potential users. From Fig. 5(a),
most of 2G–to–4G potential users are gathered in the very city center. Since many 3G
users surf on the mobile internet, these users are easily upgrade to 4G users. Compared
to 2G–to–4G potential users, 3G–to–4G potential users have larger distribution, as
shown in Fig. 5(b).

4 Conclusion

This paper investigates on telecom big data based user analysis and application for
telecom operators. Initially, this paper studies the content of telecom big data. Then,
360-degree user portrait is drawn via three types of factors, including user’s infor-
mation, user’s consumption behavior and service behavior. Based on the user portrait,
this paper employs data mining to seek 4G potential users. The data mining process
includes the business understand, data preparation, model building, model train, model
evaluation and model deployment steps. Overall, effectively targeting 4G potential
users can benefit telecom operators.

Table 3. Application scenario and results

Network
type

4G User conversion rate

Total
user

4G Potential user
prediction

4G Conversion
user

Conversion
rate

2G 1807674 108000 58423 54.10%
3G 1063955 335000 216581 64.65%

Fig. 5. Distribution of 4G potential users
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