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Abstract. The process of detecting intrusion on network traffic has always
remained a key concern for security researchers. During the previous years,
intrusion detection had attracted many researchers to find anomaly on
NSL-KDD data set. Hence, most of the approaches applied on NSL KDD data
set were supervised approaches. We had conducted statistical analysis on this
data set using Dirichlet Mixture model. We have seen initialization using
Aitchison distance fits better for proportional data. The feature selection highly
affects both the performance and results into an improved evaluation of anomaly
detection by an unsupervised approach.
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1 Introduction

With an emerging growth of networks and rate of transfer of data through networks has
increased the demand for network security. There is a significant literature on Anomaly
detection. Anomaly detection deviates from normal traffic and it is important to find an
anomaly in an era of communication. Although, there are a lot of articles on intrusion
detection, feature selection, and unsupervised learning approach is often underrepre-
sented. There are very limited publicly available data sets for network-based anomaly
detection. Earlier KDDCup99 was used heavily for all kind of intrusion detection
through machine learning methodology. KDDCup99 has a huge number of redundant
records [24]. It was found that around 78% of records in KDDCup99 were duplicated.
Mchugh [21] gave many critics on KDDCup dataset and DARPA data set of 1998 as it
was not good for applying statistical approaches to learning. The new NSL KDD data
set was proposed [2] to overcome the problems present in KDDCup99 and DARPA
data sets [1]. NSL KDD data set does not have redundant and duplicates records. There
is the lot of work which has been done on NSL KDD data set to find an intrusion [3].
All existing approaches are supervised learning approach. The author in [18] had used
Principle component analysis for feature extraction followed by SVM for finding
intrusion in NSL KDD data set. The author in [22] had used a combination of clas-
sifiers or clusters which are followed by supervised or unsupervised data filtering. The
author in [26] had used feature selection technique for a specific group and then
comparing corrected KDD data set of feature selection with NSL KDD data set.
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In our paper, we have used unsupervised approach using Dirichlet Mixture Model.
The initialization of mixture model is done with K-means using different distance
metrics. Aitchison distance metrics shows better results than Euclidean distance for
proportional data. It is followed by feature selection on NSL KDD data which reduces
features from 41 to 16 features. The comparative analysis has been drawn which,
shows that how feature selection and proper initialization increases the detection rate in
NSL-KDD data set.

In Sect. 2 of our paper, we have discussed the feature selection approaches and
results are showed in form of graph. In Sect. 3, Dirichlet Mixture model is discussed
with Aitchison distance being applied on K-means as a distance metrics. Section 4,
gives the result of an experiment performed and comparison table. Finally in Sect. 5
concluding remarks are drawn.

2 Feature Selection

There is a subtle difference between feature selection and feature extraction where
feature selection performs removal of features which are not relevant when computed
with labels during its posterior processes. There are various feature selection methods,
popular are being: Stepwise Regression, Stability Selection, Significance Analysis for
Microarrays, Weight by Maximum relevance, Least Absolute Selection and Shrinkage
Operator (LASSO) etc. Feature extraction transforms the attributes and transformed
attributes are a combination of the original attributes. In this process, linear dependence
between the features are minimized and projection of original data is on new space. The
common feature extraction methods are PCA (principal component analysis), ICA
(independent component analysis), Multifactor dimensionality reduction, Latent
semantic analysis etc. The novel methods of feature extraction on proportional data
were proposed by an author in [20] which extracts features of proportional data using
data separation by Dirichlet distribution. In our paper, we have concentrated upon
feature selection which is different from feature extraction.

2.1 Weight by Maximum Relevance

It has been proposed by Blum et al. [4], is a filter that measures the dependence
between every feature x and the classification feature y (i.e., the label) using Pearson’s
linear correlation, F-test scores, and mutual information [4, 19]. The high score by
mutual correlation reveals the features which are important. The NSL KDD Dataset has
41 features and in order to reduce the complexity and finding an optimal solution we
have reduced to 16 features taking into an account that Weight by Maximum Relevance
score of the feature is f � 0:05. The output obtained can be shown by the Fig. 1.

Weight by Maximum Relevance correlation vector can be defined by Pearson
Correlation coefficient as:

RðiÞ ¼ covðXi; YÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðXiÞVarðYÞp ð1Þ
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The equation can be written as:

RðiÞ ¼
PM

k¼1 ðxk;i � �xÞðyk � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
k¼1 ðxk;i � �xÞ2 PM

k¼1 ðyk � �yÞ2
q ð2Þ

This can only detect the linear dependency between variable and target [17].

2.2 Least Absolute Selection and Shrinkage Operator (LASSO)

Tibshirani Robert [25] explains feature selection by checking vector b which is a
coefficient vector. It minimizes the residual sum of squares which is related to coef-
ficient being less. It shrinks coefficients and set others to zero, therefore tries to retain
the good features of both subset selection and ridge regression. It is given
ðx1; x2; . . .; xDÞ and an outcome be y, the LASSO should fit linear model. The com-
putation of LASSO is a quadratic problem and can be solved by standard numerical
analysis algorithms. LASSO does shrinkage and variable selection whereas ridge
regression only shrinks. The initial idea is to start working with the large value of k and
slowly start decreasing it. The minimization for LASSO can be expressed as follow:

Xn
i¼1

ðyi �
X
j

xijbjÞ2 þ k
Xp
j¼1

jbjj ð3Þ

In this equation yi is the outcome variable, for cases i ¼ 1; 2; . . .; n features
xij; j ¼ 1; 2; . . .; p. Figure 2 represents feature selection by LASSO and reducing fea-
tures to 16 features by taking into an account f � 0:0053.

Fig. 1. Score obtained after applying weight by maximum relevance feature selection technique
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3 Proposed Method

Let X ¼ fX1;X2; . . .;XNg be the data set with N D-dimensional such that Dirichlet
mixture model being applied on it. The density function of Dirichlet mixture model can
be given by

pðXijhÞ ¼
XM
j¼1

pjpðXijajÞ ð4Þ

where aj is the parameter vector of component j, pj is the mixing proportion which
should be positive and always sum to 1. h ¼ fp1; p2; . . .; pM ; a1; a2; . . .; aMg is the
complete set of parameters fully characterizing the mixture M � 1 is the number of
components. Each Dirichlet distribution can be written in the form

pðXi; ajÞ ¼ 1
bðaÞ

YD
d¼1

Xajd�1
id ð5Þ

bðaÞ
QD

d¼1 CðajdÞ
CðPD

d¼1 ajdÞ
ð6Þ

where xid [ 0 d ¼ 1; 2; . . .; D;X ¼ fXi1 þXi2; . . .; þXid ¼ 1g and aj ¼ ðaj1; aj2. . .
ajDÞ represents parameter vector for jth population. Let N D-dimensional vector be
X ¼ fX1;X2; . . .;XNg a data set of with a common, but unknown, probability density
function pðXijhÞ as given in above equation.

Fig. 2. Score obtained after applying LASSO feature selection technique
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We supposed that the number of mixtures component is known. The ML estimation
method consist of getting the mixture parameters that maximize log likelihood func-
tion. The below equation defines the posterior probability obtained after solving log
likelihood function. This function is used in as an E-step of Expectation Maximization
(EM) algorithm.

pðjjXi; ajÞ ¼ pjpðXijajÞPK
k¼1 pikpðXijakÞ

ð7Þ

Now, using this expectation our goal is to maximize complete log likelihood.
During the process we also have to ensure that constraint pj � 0 as well as

PM
j¼1 pj ¼ 1.

In maximization step of the algorithm, we have to update the parameters a until it
converges to get the best result. As it is to be noted that closed form solution of a does
not exist. In the maximization step, the iterative approach of Newton Raphson method
has been used as explained by the author in [11] for estimation of a parameters.

During the initialization of parameters for Dirichlet mixture model, we use
K-means algorithm as given in Algorithm 1 to initialize the parameters. We have
compared our results by changing K-means algorithm using different distance metrics.
We have used Euclidean distance and Aitchison distance inside K-means for initial-
ization of parameters for Dirichlet mixture model. As we know that Aitchison distance
outperforms euclidean distance metrics when proportional data is in question. In order
to increase the performance of an algorithm, we have used feature selection method-
ology [5, 7, 9, 15, 16]. In order to perform feature selection, the first step we have taken
to normalize the NSL KDD data set using Eq. 8.

xi ¼ xi
x1 þ x2. . .þ xD

ð8Þ

After obtaining proportional data, which act as an input for Weight by Maximum
Relevance (WMR) proposed by Blum et al. [4] and Least Absolute Selection and
Shrinkage Operator (LASSO) for selection of features from a data set.

Normalization of data leads vector to ðXi1 þXi2; . . .XiD ¼ 1Þ unit sum constraint
and each Xi � 0. After normalization, we have used Dirichlet Mixture Model with an
initialization of parameters using K-means with Aitchison and Euclidean distance
metrics.

In Algorithm 1, the distance metric which has been used is Aitchison Distance
metric which can be given as:

dADðx; yÞ ¼ 1
D

X
i\j

log
xi
xj
� log

yi
yj

� �
ð9Þ
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Algorithm 1. K-Means Algorithm
1: Set the Initial number of centroids randomly or sequentially
2: Calculate the distance between each data point and cluster centers
3: repeat:
4: Assign the minimum distance data points to cluster center whose distance

is minimum to that point.
5: Recalculate the cluster center using:
6: ci = 1

mi

∑mi
j=1 x (i); mi represents total number of data points in a cluster

7: Re-calculate the distance between each data point and newly obtained cluster
center

8: until : No data point is reassigned.

d2ADðx; yÞ ¼
XD
k¼1

log
xi

gðxjÞ � log
yi

gðyjÞ
� �

ð10Þ

The methodology used in our experiment is as follows:

4 Experiment with NSL KDD Data Set

We have taken NSL KDD 2009 data-set for performing Intrusion detection. The NSL
KDD data set contains 41 features and data set contains normal and attack sets. The
attacks can be divided into four parts which are: Denial of Service Attack (DoS), User
to Root attack (U2R), Remote to local attack (R2L) and probing attack and rest are
normal sets. In our experiment, we have taken only normal and attack sets into con-
sideration without finding different types of attacks. In our methodology, we have used
Dirichlet Mixture Model for clustering of a data set which contains 41 features. While

Algorithm 2. EM Algorithm Dirichlet Mixture Model
1: Input: Data set (X1 + X2...XN ) and specified number of components M.
2: Apply the k-means algorithm as given in Algorithm 1 on N D-dimensional vectors

to obtain initial M clusters.
3: calculate pj =

Number of elements in class j
N

4: Apply moments method to obtain α parameters.
5: Expectation-Maximization step after Initialization
6: E-Step: Compute the posterior probability p (j|Xi, α)
7: M-Step:
8: repeat:
9: Update priors pj using equation 7 .

10: Update the parameters α using Newton Raphson method.[11].
11: until : pj ≤ ε, discard j and go to E-Step.
12: if convergence test is passed then terminate, else go to E-Step.
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performing clustering using Dirichlet mixture model results into 51.12% of accuracy
which was relatively increased to 53.44% when clustering was performed with ini-

tialization of k-means using Aitchison distance dADðx; yÞ ¼ 1
D

P
i\j log xi

xj
� log yi

yj

� �
instead of Euclidean distance in k-means algorithm. In our experiments, we have done
feature selection using the methodology of Weight by maximum relevance where
features were reduced to 16 features. The experiment on 16 features using Dirichlet
Mixture model with euclidean distance in K-means during initialization results into
52.54% of accuracy and 56.37% was obtained when initialization was done with
K-means using Aitchison distance in Dirichlet mixture model as seen in Table 1 and
Fig. 3. To depict our results, we have used confusion matrix as shown in Figs. 4 and 5.
to show the accuracy of our results. Accuracy is defined as the percentage of correctly
classified vectors. The accuracy of results can be written as:

Algorithm 3
1: Input: The Data (Xi) with labels.
2: To Normalize the data using equation 8
3: To find the correlation between data and labels using Weight by Maximum Rele-

vance or
4: To find least square regression coefficients using set of regularization coefficients

Lambda.
5: To select attributes from data set by using figure 1 or figure 2.
6: Output: Dimensionally reduced data set (Xi)
7: Next Process
8: Input To input obtained data without using Labels to Algorithm 2 with number

of mixtures.
9: Output: We get clusters of normal data and anomaly data.

Accuracy ¼ 100� Correctly identified vector
total vectors

ð11Þ

Table 1. Accuracy, Precision and Sensitivity obtained after applying different methods

S.No. Process Accuracy Precision Sensitivity

1. DMM (Euclidean Distance) 51.12% 0.78 0.55
2. DMM (Aitchison Distance) 53.44% 0.76 0.56
3. FS WMR DMM (Euclidean

Distance)
52.54% 0.78 0.58

4. FS WMR DMM (Aitchison
Distance)

56.37% 0.80 0.57
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In our case, we have used only test data without labels. Our results are better than
SVM approach where accuracy determined is 51.90% [19] where the model was
trained before determining the intrusions. The author in [14] obtained results in one of
the clustering method was 47% which is comparably less than our approach.

Fig. 3. Accuracy of DMM models using different techniques

Fig. 4. Confusion matrix of DMM, initialization with K-means euclidean and Aitchison
distance

Fig. 5. Confusion matrix of DMM after feature selection, initialization with K-means Euclidean
and Aitchison distance
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5 Conclusion

In this paper, we have statistically analyzed the entire NSL KDD data set. The analysis
showed that initialization by K-means using Aitchison distance on proportional data
improves the accuracy of the model. It shows that improving the initialization of a
mixture model gives the better result. Every data set is normalized before performing
an unsupervised algorithm which leads to proportional data. The proportional data is
well handled with Aitchison distance. The limitation of above method is that it is
computationally expensive process and further research can be taken place for opti-
mization of this current technique. In NSL KDD data set, 16 features had shown strong
contribution for anomaly detection. Finally, we got better results than previous unsu-
pervised approaches. Our basis is to state the baseline for unsupervised learning for
future IDS solution.
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