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Abstract. The max-flow min-cut problem is one of the most explored and stud-
ied problems in the area of combinatorial algorithms and optimization. In this
paper, we solve the max-flow min-cut problem on large random graphs with log-
normal distribution of outdegrees using the distributed Edmonds-Karp algorithm.
The algorithm is implemented on a cluster using Spark. We compare the run-
time between a single machine implementation and cluster implementation and
analyze the impact of communication cost on runtime. In our experiments, we
observe that the practical value recorded across various graphs is much lesser
than the theoretical estimations primarily due to smaller diameter of the graph.
Additionally, we extend this model theoretically on a large urban road network to
evaluate the minimum number of sensors required for surveillance of the entire
network. To validate the feasibility of this theoretical extension, we tested the
model with a large log-normal graph with ~1.1 million edges and obtained a
max-flow value of 54, which implies that the minimum-cut set of the graph con-
sists of 54 edges. This is a reasonable set of edges to place the sensors compared
to the total number of edges. We believe that our approach can enhance the safety
of road networks throughout the world.

1 Introduction

Max-flow min-cut problem has a wide variety of applications in various domains includ-
ing spam site discovery [28], community identification [11], and network optimiza-
tion [1]. For instance, this problem has been previously applied on road networks to
assess the reliability of the network [27]. Road networks such as that of California are
extremely large and it has 1,965,206 nodes and 2,766,607 edges [24]. Protection and
monitoring of such road networks for safety is a challenging task. Furthermore, to ana-
lyze such large data, it is impractical to use an extremely expensive machine equipped
with voluminous storage and processing capabilities. We posit that distributed algorithm
on a cluster of commodity machines, as attempted earlier [20], is an ideal solution for
such large computations. Halim et al. in [20] used Hadoop to implement the max-flow
algorithm. In similar vein, in this paper, we have chosen Spark over Hadoop to imple-
ment a distributed max-flow min-cut algorithm on a cluster.
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Classical max-flow algorithms [14] are not feasible for real world graphs as they
require the entire graph to be in memory for computation. However, max-flow algo-
rithms such as Edmonds-Karp algorithm [10] and push-relabel algorithm [16] have
good distributed settings [7,13]. A detailed explanation as to why we have chosen the
Edmonds-Karp algorithm is presented in Sect.4. We adopt the distributed algorithm
from [7] and implement it on a single machine initially. Next, we implement the same
on a cluster of three machines and analyze the runtime. The analysis of communication
costs when iterative graph algorithms are implemented on a cluster is essential. This
is because the graph will be partitioned across cluster nodes and there will be consid-
erable communication costs amongst them to exchange information about neighboring
vertices. Thus, in addition to runtime of such an algorithm, communication costs play a
vital role in the overall efficiency. To the best of our knowledge, this is the first imple-
mentation of its kind on Spark where the runtime and communication costs are exper-
imentally compared between a cluster and a single machine, based upon the max-flow
min-cut algorithm.

For n vertices and m edges, the complexity as achieved in [7] is O(cm/k) +
O(cnlogk) with k machines and ¢ being the max-flow value. The communication cost
expected theoretically is O(cm) + O(cnk). But we have noted experimentally on our
cluster that the communication costs are much lesser due to smaller diameter of the
graph [23] and the runtime in practice is much more efficient.

We propose a model based on our max-flow min-cut implementation to evaluate
the minimum number of sensors required for surveillance of an urban road network,
which is modelled as a flow graph. In a flow network, the max-flow value obtained
is the minimum cut-set—the smallest total weight of edges which if removed would
disconnect the source from the sink. The ratio of the cut-set to the total number of
edges in the graph is then investigated to assess the feasibility of our approach. This
model provides the advantage of scalability to cover the range of multiple cities, where
the edge set may have over 5 million edges. An appropriate cluster size can handle such
large data set and we believe that our proposal can enhance the safety of road networks
throughout the world.

The rest of the paper is organized as follows. Section 2 provides background and
related work. Analysis of the Edmonds-Karp algorithm and issues in the distributed
settings of other algorithms are explained in Sect. 3. Various phases of the distributed
algorithm are explored in Sect.4. Our experiments on a single machine and cluster
result are compared in Sect. 5, along with the investigation of practical communication
costs in the cluster. Theoretical extension of the max-flow min-cut implementation to
evaluate the minimum number of sensors required to provide surveillance in a large city
modelled as a flow graph is performed in Sect. 6. We summarize in Sect. 7.

2 Background and Related Works

Over the years, many efficient solutions to the maximum flow problem were proposed.
Some of them are the shortest augmenting path algorithm of Edmonds and Karp [10],
the blocking flow algorithm of Dinic [9], the push-relabel algorithm of Goldberg and
Tarjan [16] and the binary blocking flow algorithm of Goldberg and Rao [15]. The first
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method developed is the Ford-Fulkerson method [12]. The algorithm works by finding
an augmenting path as long as one exists and then sending the minimal capacity possible
through this path.

MapReduce (MR) [8] is a programming model and an implementation for process-
ing large datasets. MapReduce programs read input data from disk, map a function
across the data, reduce the results of the map, and store reduction results back in the
disk. Apache Spark [29] provides programmers with an API centered on a data struc-
ture called the resilient distributed dataset (RDD), a read-only multiset of data items
distributed over a cluster of machines, that is maintained in a fault-tolerant manner
[30]. The availability of RDDs helps in implementing iterative algorithms as needed in
our case where the dataset is visited multiple times in a loop. MapReduce has a lin-
ear dataflow pattern and Spark was developed to improve this dataflow pattern. Spark
is more suitable than Apache Hadoop [19] for iterative operations because of the cost
paid by Hadoop for data reloading from disk at each iteration [18].

Spark provides an API for graph algorithms that can model the Pregel [25] abstrac-
tion. Pregel was specially developed by Google to support graph algorithms on large
datasets. Having mentioned about the Pregel API, it is essential that we briefly give
an overview of Pregel’s vertex centric approach below, and describe how it handles
iterative development using supersteps.

2.1 Overview of Pregel Programming Model

Pregel computations consist of a sequence of iterations, called supersteps. During a
superstep the framework invokes a user-defined function for each vertex, conceptually
in parallel. The function specifies behavior at a single vertex V and a single superstep S.
It can read messages sent to V in superstep S — 1, send messages to other vertices that
will be received at superstep S+ 1, and modify the state of V and its outgoing edges
[25]. Edges are not the main focus of this model and they have no primary computation.
A vertex starts in the active state and it can deactivate itself by voting to halt. It will be
reactivated when it receives another message and the vertex has primary responsibility
of deactivating itself again. Once all vertices deactivate and there are no more messages
to be received by any of the vertices, the program will halt.

Message passing is the mode of communication used in Pregel as it is more expres-
sive and fault tolerant than remote read. In a cluster environment, reading a value from
a remote machine can incur a heavy delay. Pregel’s message passing model reduces
latency by delivering messages in batches asynchronously. Fault tolerance is achieved
through checkpointing and a simple heartbeat mechanism is used to detect failures.
MR is sometimes used to mine large graphs [21], but this can lead to suboptimal per-
formance and usability issues [25]. Pregel has a natural graph API and is much more
efficient support for iterative computations over the graph [25].

2.2 Other Related Works

General purpose distributed dataflow frameworks such as MapReduce are well devel-
oped for analyzing large unstructured data directly but direct implementations of iter-
ative graph algorithms using complex joins is a challenging task. GraphX [17] is an
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efficient graph processing framework embedded within the Spark distributed dataflow
system. It solves the above mentioned implementation issues by enabling composi-
tion of graphs with tabular and unstructured data. Additionally, GraphX allows users
to choose either the graph or collective computational model based on the current task
with no loss of efficiency [17].

Protection of Urban road networks using sensors is an important but demanding
task. Applying the max-flow min-cut algorithm under the circular disk failure model to
analyze the reliability of New York’s road network has been performed in [27]. Placing
sensors across the road network using the min-cut of the graph is explored in [3] using
GNET solver. In contrast, we use our spark based max-flow min-cut implementation to
place sensors efficiently across the network and discuss about practical issues such as
scalability.

3 Maximum Flow Algorithm

Before we move to the distributed model, we need to understand the implications of the
Edmonds-karp algorithm on a single machine setting. Additionally, we discuss issues
in achieving parallelism in the push-relabel algorithm.

3.1 Overview of Max-flow Problem

A flow network [1] G = (V,E) is a directed graph where each edge (u,v) € E has a
non-negative capacity c(u,v) > 1. There are two end vertices in a flow network: the
source vertex S and the sink vertex 7. A flow is a function f : V x V — R satisfying the
following three constraints for all u, v:

1. The flow along an edge f(u,v) < c(u,v) otherwise the edge will overflow.

2. The flow along one direction say f(u,v) = — f(v,u) which is the opposite flow direc-
tion.

3. Flow must be conserved across all vertices other than the source and sink,
> f(u,v)=0forall (u,v) eV —{S,T}.

Augmenting path and residual graph are two very important parameters of the max-
flow problem. An augmenting path is a simple path — a path that does not contain
cycles. Given a flow network G(V,E), and a flow f(u,v) on G, we define the residual
graph R with respect to f(u,v) as follows.

1. The node set v of R and G are same.
2. Each edge e = (u,v) of R is with a capacity of c(u,v) — f(u,v).
3. Each edge ¢’ = (v,u) is with a capacity f(u,v).

The push-relabel algorithm [16] maintains a preflow and converts it into maximum
flow by moving flow locally between neighboring nodes using push operations. This is
done under the guidance of an admissible network maintained by relabel operations. A
variant of this algorithm is using the highest label node selection rule in O(v*+/e) [4]. A
parallel implementation of the push-relabel method, including some speed-up heuristics
applicable in the sequential context has been studied in [13].
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The push-relabel algorithm has a good distributed setting but has the main problem
of low-parallelism achieved at times [22]. This means that among hundreds of machines
which are computing the flow on Spark only a few of them may be working actively
and further its high dependency on the heuristic function is not always suitable [5].
Moreover, other than the degenerate cases, max-flow algorithms, which make use of
dynamic tree data structures, are not efficient in practice due to overhead exceeding the
gains achieved [2]. On the contrary, the Edmonds-Karp algorithm works well without
any heuristics and also has a high-degree of parallelism in this low diameter large graph
settings. This is because of many short paths existing from the source to sink. One more
primary advantage of using log-normal graphs is that they have a diameter close to
logn [23]. In the Edmonds-Karp algorithm mentioned below (see Algorithm 1), input
is Graph G = (V,E) with n vertices and m edges. {S,T} € V are the source and sink
respectively. L is the augmenting path stored as a list. wy,wy...w,, are the weights of
the edges in the path. F;,,, is the flow variable which is incremented with the Min-flow
value in every iteration.

Algorithm 1. Edmonds-karp algorithm for a single machine
1: procedure MAX-FLOW(S,T)
2: while augmentingpath do
L — augmentingpath(S,T)
Minflow — min(wy,wa,...w,) in L
Update Residual Graph and overall Fyyy
return F,

AN

We observe that for a graph G with n vertices and m edges the algorithm has a run-
time complexity of O(nm?). On a single machine, if we use the bidirectional search to
find the augmenting path then the time taken will be reasonable. But, if the maximum
flow value is large then this will affect the runtime negatively and thus using the Pregel
Shortest path approach is useful for this procedure.

4 Distributed Max-flow Model

In the distributed model, the first step is to calculate the shortest augmenting path from
source to sink. The shortest augmenting path can either follow A-stepping method [26]
or the Pregel’s procedure for calculating shortest path. The A-stepping method has been
implemented before in [6]. Given that the Pregel shortest path has an acceptable run-
time, we implement the latter in Spark. After this step, we find the minimum feasible
flow and broadcast this across the path which is stored as a list. The residual graph is
then updated and the overall flow is incremented according to the flow value obtained.

Shortest Path using Pregel. Google’s Pregel paper [25] provides with a simple algo-
rithm to implement the single source shortest path method. In case of the max-flow
problem, the S-T shortest path has to be found which is a slight variation of the single
source shortest path problem.
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Each vertex has three attributes - d the distance from the source S, ¢ being the
minimum capacity seen till now by that vertex and id is the identifier of the node from
which the previous message had arrived. The shortest path P is obtained as output from
Algorithm 2 and is stored as a list.

Algorithm 2. Shortest path using Pregel [7]

1: Make all distance value except source as e and source to 0.
2: while d; = ~ do
3: Message sent by node i with attributes (d; + 1,¢;,i) to each neighbor j only if ¢;; > 0.

4 Function applied to node j upon receiving message (d; + 1,c¢;,i):

5 —setd; :=min(d;,d;+1)

6: —if (di+1 < dj)

7: *setidj =1

8: * ¢; 1= min(c;,c;j) where c;; is the capacity along edge (i, j)

9: Merging functions upon receiving m; = (d;+ 1,¢;,i) and mj = (d; + 1,¢;, j) :
10: 7ifd,‘<dj2ml'
11: —elseif(di:djandcj<c,-):m,-
12: —else m;

Flow Updation. The minimum capacity of the all the edges in the shortest path is
the maximum flow that can be pushed through the path. The minimum value c;, is
determined and the flow value from source to sink is incremented with c¢,,,;;,. The shortest
path is also broadcasted.

Residual Graph Updation. This step includes MapReduce operation on the graph
obtained from the last iteration. The key-value pair for this step is of the form ((i, j) :
capacity).

Algorithm 3. Building Residual Graph Rg [7]
: Map (input: edge,output: edge)
if P contains edge (i; j)inRg :
—emit ((£,7) : ¢ — fimax)
—emit ((/,1) : finax)
else: emit ((i, j) : ¢) (no changes)
: Reduce: sum

AN S ey

Runtime Analysis. For a graph with n vertices and m edges, cluster size k, the runtime
complexity is mentioned as follows. For the s — ¢ shortest path algorithm, the current
iteration’s distance value for a node will be less than what it receives in the next itera-
tion. Thus, only once a node emits messages outwards. For each edge we associate it
with a message and thus the worst-case complexity is O(m). If k machines are used in
the cluster, then the complexity becomes O(m/k). The step to initialize each vertex to
infinity takes O(n). The broadcast of the minimum flow value takes O(nlogk). The next
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step of flow updation and residual updation in the worst case would take O(m), because
each edge will be passed in the iteration. Similarly, if k machines are used the worst case
evaluates to O(m/k). The number of iterations is bound by the maximum-flow value c.
Therefore the overall run time as: O(cm/k) + O(cnlogk).

Communication Cost. The communication cost of the shortest path s —¢ method is
O(m). Broadcast is done to a list of at most n nodes over k machines. This leads to
O(nk). Similarly, the number of iterations are bound by the max-flow value c. The
overall communication cost is O(cm) + O(cnk). Both runtime as well as communication
cost include O(m) as a major factor and this will dominate the runtime of the algorithm
in most cases. But this runtime is pessimistic and would rarely occur.

S Experimental Analysis

The experimental setup is as follows. We used Spark 1.6.1 in a cluster of three machines.
Each of the machine had 8 GB RAM, quad-core, intel i5 processor and ran Ubuntu
14.04 LTS. The large random graphs generated have a log-normal distribution of the
outdegrees as done in [25]. The mean outdegree is 127.1, while some outliers have a
degree larger than hundred thousand. Such a distribution enables the randomly gener-
ated graph to resemble real-world large-scale graphs [25].

Spark Ul is used to view the timeline of the spark events, DAG visualization and
real time statistics. The timeline view provides details across all jobs, within a single
job and within a single stage. As these are random graphs, the results had a major
dependence on the structure of the graph. Averages of results were taken for each of
the test case. Runtime of the algorithm will have a high dependence on the diameter
of the graph as the shortest path computation which returns a path from source to sink
will scale proportionally to the diameter. A lower diameter for real-world graphs [23]
will imply lower practical runtime for the max-flow min-cut algorithm implemented. In
Fig. 1, single machine line plot depicts that there is an almost linear increase in runtime
as the number of edges increase. Minor irregularities are observed in the single machine
plot for instance between 0.18 million edges and 0.22 million edges. This is due to the
decrease in the diameter of the graph which results in reduction of the runtime.

Single Machine Cluster

400 ~ 400

300 1 300
z z
@ 2004 g 200
E E
= =

100 100

0 T T 1 0 T T 1
0 100000 200000 300000 0 100000 200000 300000
No. of Edges No. of Edges

Fig. 1. Runtime analysis between single machine and cluster deployment
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The cluster plot provides great insight into communication cost. It can be observed
by comparing the two plots that for a similar number of edges, the cluster in most cases
will provide a better runtime than a single machine as expected. But in few cases, in
the initial stages, when the number of edges are about 0.05 million edges in the graph,
the single machine implementation has a better runtime than the cluster. This is because
communication costs prevail only in the cluster setup increasing the runtime and not in
case of the single machine setup.

Further, to prove that the communication cost observed practically is much lesser
than the theoretically estimated value we can look at a specific instance. For a graph
with around 1.3 million edges we observed that the average runtime is about 520 s and
the max-flow value is 66. Theoretically, the runtime is dominated by O(cm) and for
this instance it grows to ~66 x 1.3 x 10®s. This worst-case evaluation is much higher
than the experimentally observed value of 520 s giving a clear indication that the worst-
case bounds are very pessimistic. This creates the need for a tight upper bound which
incorporates graph’s diameter and topological structure.

6 Application of Distributed Max-flow Min-cut Implementation

Leading countries use public video surveillance as a major source to monitor popu-
lation movements and to prevent terrorist activities. The use of Closed-circuit televi-
sion (CCTV) cameras and sensors in the detection of illegal activities, data collection,
recording of pre and post incident image sequences along road networks will contribute
to the protection of urban population centers. Hence, it is essential for sensors to be
placed in this network to detect unlawful activities. Reliability of road networks in New
York city using the max-flow min-cut problem has been attempted recently [27]. Our
implementation can be extended to such real world scenarios as mentioned above.

Two critical parameters in designing a system for detecting such unforeseen activ-
ities are determining how many sensors would be needed and where they should be
located. We address these issues by modelling the road network as a flow graph and
then the minimum cut set of the flow graph gives the optimal number of cameras or
sensors to be placed.

The road network of a metropolitan city such as New York is enormous. Therefore,
we process such graphs using our distributed max-flow min-cut implementation and
sensors or cameras placed in the cut-set will monitor the entire network. To validate the
feasibility of our approach, we evaluate the size of the min-cut and the min-cut/edges
ratio. Smaller min-cut set implies that our approach can be practically implemented and
is cost-efficient. Similar theory can be extended to a communication network to protect
from a spreading virus by disconnecting the graph using the min-cut obtained for the
graph.

To model the road network as a flow graph, an artificial super source and super sink
node is added to the graph. Road segments are the edges and junction points between
them are vertices of the graph. All edge capacities in the graph are set to unity. To facil-
itate the analysis, we generated a number of large graphs with log-normal distribution
of outdegrees which resembles large-scale real-world road networks. An example from
this set is a graph which has 11,48,734 edges and 10,000 vertices. On applying the
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distributed max-flow min-cut algorithm, the min-cut set obtained had 54 edges which
is 0.000047 times the number of edges in the graph. This graph was solved in 462s.
Based on our results, we hypothesize that our implementation is scalable and practi-
cally applicable for large urban road networks.

To summarize, our approach evaluates the exact number of sensors required to mon-
itor the road network and is cost-efficient when compared to placing sensors randomly
across the city. The ratio of the cut-set to the edges indicates that for large real-world
graphs the cut-set obtained will be a reasonable number compared to the edges and
hence, this is a practically feasible solution. The largest graph tested on our cluster had
more than 1.5 million edges. Larger graphs spanning over multiple cities could have in
excess of 5 million edges if modelled as a flow graph. Therefore, we believe by choos-
ing an appropriate number of machines in the cluster such large graphs can be easily
processed in reasonable time.

7 Conclusion

In this paper, we implemented the distributed version of the Edmonds-Karp algorithm
using Spark. In prior efforts only single machine analysis have been performed exper-
imentally but do not include communication cost observations over a cluster for the
max-flow algorithm on Spark. We believe this is the first attempt where the runtime and
the communication cost based upon the maximum flow algorithm, have been compared
across a single machine and a cluster experimentally. Communication cost is observed
to have a considerable impact on the runtime. We then propose a method of evalua-
tion and placement of sensors in a large city with millions of road segments, which is
modelled as a flow graph. The cut-set of a log-normal graph with 11,48,734 edges is
0.000047 times smaller than the total number of road segments. Thus, our experiments
show a promising and scalable approach to place sensors in a large urban road networks
based on the distributed max-flow min-cut implementation.
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