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Abstract. In the context of Augmented Reality (AR), industrial pioneers and
early adopters have considered the wearable optical see-through (OST) displays
as proper and effective tools in applications spanning from manufacturing and
maintenance up to the entertainment field and the medical area, because they
provide the user with an egocentric viewpoint maintaining the quality of the visual
perception of the real world.

The common OST displays paradigm entails intrinsic perceptual conflicts
owing to mismatched accommodation between real 3D world and virtual 2D
images projected over semitransparent surfaces. Such paradigm is suitable for
augmenting the reality with simple virtual elements (models, icons or text), but
various shortcomings remain in case of complex virtual contents. The major
shortcoming is due to the tedious and error prone calibration methods required to
obtain geometrical consistency, pivotal in many of the aforementioned fields of
application. These shortcomings are due to the intrinsic incompatibility between
the nature of the 4D light field, related to the real world, and the nature of the
virtual content, rendered as a 2D image.

In this paper we describe a radical rethinking of the wearable OST displays
paradigm by generating, through integral imaging technique, the virtual content
as a light field, in order to overcome the typical limitations of the traditional
approach. This paper describes the hardware components and an innovative
rendering strategy in more details in respect to a previous work. Furthermore we
report early results with the implementation of the integral imaging display using
a lens array instead of a pinhole array.

Keywords: Augmented Reality · Integral imaging · Optical see through · Light
fields

1 Introduction

Augmented Reality (AR) based on visual enhancements represents an emerging tech‐
nology whose growing penetration in the consumer market is nowadays possible both
owing to all the frontier research carried out in the past and to the increased availability
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of hand-held devices with breakthrough hardware capabilities, like smartphones and
tablets.

Wearable AR devices, commonly referred to as head-mounted displays (HMDs),
provide the user with a natural egocentric viewpoint and allow him/her to work hands
free. HMDs can be either binocular or monocular, depending on whether they provide
stereovision or not.

As demonstrated by the huge number of publications in the medical area, AR is a
promising technology in the field of image-guided surgery since it may constitute a
functional and ergonomic integration between navigational surgery and virtual planning
[1–13]. In this field of application, wearable devices offer the most ergonomic solution
for those medical tasks manually performed under user’s direct vision (open surgery,
introduction of biopsy needle, palpation, etc.).

As a general rule, the quality of an AR experience depends on how well virtual
content is integrated into the real world spatially, photometrically and temporally [14].
The fundamental condition for an AR surgical navigation system is to guarantee the
geometric coherence in the augmented scene (i.e. registration) [15]. The HMD AR
capability can be accomplished using either an optical or a video see-through method.

With a video see-through HMD, the real-world view is captured with external
cameras rigidly fixed in front of the HMD, and the virtual content generated by a virtual
camera is electronically combined with the video representation of the real world. An
accurate registration between the virtual and the real scene is obtained through different
methods [7, 10].

With optical-see-through HMDs, the real world is not mediated by external cameras,
but it is generally observed through semi-transparent surface of projections placed in
front of the user’s eyes where the virtual information is projected. The optical see-
through paradigm of HMDs (Google Glass, Microsoft HoloLens, Epson Moverio,
Lumus optical) is still the same described by Benton [16]. A straightforward imple‐
mentation of the optical see-through paradigm comprises the employment of a beam
combiner to merge real view and virtual content. The user’s own view is herein
augmented by rendering the virtual content on a 2D micro display and by sending it to
the beam combiner. Lenses can be placed between the beam combiner and the display
to focus the virtual 2D image so that it appears at a comfortable viewing distance on a
Semitransparent Surface of Projection (SSP) (Fig. 1) [17, 18]. As an alternative, the use
of high-precision waveguide technologies allow the removal of the bulky optical engine
placed in front of the eyes [19].

The industrial pioneers, as well as the early adopters of wearable AR technology
properly considered the camera-mediated view as drastically affecting the quality of the
visual perception and experience of the real world [20]. By contrast, optical see-through
systems provide the user with a natural view of the real world with full resolution.

Although the optical see-through HMDs were once at the leading edge of the AR
research [20], the degree of adoption and diffusion in many applications has slowed
down over the years due to technological and in particular perceptual limitations.

In optical see-through HMDs, the user is indeed forced to accommodate his/her eye
for focusing all the virtual objects on the SSP placed at a fixed distance. On the other
hand, the focus distance of each physical object in the 3D world depends on its relative
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distance from the observer and may dynamically vary over time. This means that, even
if an accurate geometric registration of virtual objects to the real scene is attained on the
2D SSP plane, the user may not be able to view both elements in focus at the same time.

The second major shortcoming of the standard optical see-through HMDs is related
with the geometric registration required to obtain a geometrically consistent augmen‐
tation of the reality, which is an essential condition in medical and surgical application.
The spatial alignment of the virtual content with the real 3D world needs for: (a) the
tracking of the HMD SSP relative to the real world (in Fig. 1); (b) a user-specific cali‐
bration for estimating the relative pose between HMD SSP and user’s eye, namely the
extrinsic calibration (in Fig. 1); (c) the definition of a projective model of the virtual
viewpoint which is consistent to the human eye projective model, namely the intrinsic
calibration.

State-of-the-art methods for tracking the HMDs (a), yield accurate results in terms
of HMD pose estimation, whether they exploit external trackers or not. Differently, the
calibration step needed to estimate user’s eye pose in relation to the SSP (b) often entails
a tedious and error prone method [21–24]. Further, this process should be repeated each
time the HMD moves causing a change in the relative position between SSP and user’s
eye, and it should be autonomous and real-time. Current and more advanced calibration
methods [25], albeit they work in real-time, do not incorporate the user-specific and real-
time estimation of the eye projective model (c), which can change over time with the
focus distance due to the accommodation process.

In real world, under the simplifying assumptions of geometrical optics, each point
emits, transmits or reflects light rays in all directions. The light rays flowing in every
direction along every point in space can be described as a light field (LF). Light rays
directions in a 3D environment can be parameterized with a 5D (plenoptic) function [26],
whereas light rays directions crossing a surface are parameterized with a 4D function

Fig. 1. Schematic of a standard optical see-through HMD display. A semi-transparent surface of
projection (SSP) displays the virtual 2D image (heart). The user perceives light rays from the
world combined with the 2D virtual image. The perceived image of the 2D virtual image can be
misaligned in respect to the real view of the world (see the heart peak) due to user dependent
calibrations issues.
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(e.g. 2 dimensions for defining the position on the surface and 2 dimensions for defining
the zenith and the azimuth angles).

A user wearing a traditional optical see-through display perceives the chromatic
information of some of the light rays coming from the real world and crossing the semi-
transparent surface SSP of the HMD. If we consider the real light field crossing the SSP,
the rays perceived by the user through the SSP are a function of the pose of the real
world in relation to the SSP, the pose of the SSP in relation to the eye, and of the actual
projective model of the eye. The user perceives the virtual information as coherently
aligned with the real world if the following condition is met for all the pixels on the SSP.
A light ray along the direction passing through a point in the 3D real world and the eye’s
center, intersects the SSP in a display pixel, and the virtual information rendered in that
pixel must match with said point in the 3D real world (Fig. 1). In this regard, the goal
of the calibration routine is hence to determine where to render the 2D virtual image so
to match the 4D light field perceived.

The major shortcomings of the standard optical see-through HMDs are due to the
incompatibility between the nature of the 4D light field, related to the real world, and
the nature of the virtual content, rendered as a 2D image on the SSP.

A recent feasibility study demonstrated that an optical see-through HMD based on
light field displays potentially solves the perceptual conflict due to mismatched accom‐
modations intrinsic to standard optical see-through HMDs [27]. The efficacy of the
proposed method was demonstrated in conjunction with a proof-of-concept monocular
prototype, which combined emerging freeform optical technology and microscopic
integral imaging.

In a recent feasibility study by our group [28], unlike the work by Hua et al. [27],
our focus was not only aimed at solving the perceptual conflict due to mismatched
accommodation, but also at dealing with the geometric registration problem affecting
the standard implementations of the wearable optical see-through paradigm. Our hard‐
ware implementation is a scaled version of the one described in [29], including an inno‐
vative rendering strategy that will allow the implementation of small, thus wearable,
devices.

This new paper describes the hardware components and the rendering strategy in
more details in respect to the previous work. Furthermore we report early results with
the implementation of the integral imaging display using a lens array instead of a pinhole
array.

2 Methods

2.1 Integral Imaging

Integral Imaging (or integral photography) is a technique dating back to 1908 allowing
the acquisition and reproduction of a light field [30, 31]. There is a growing interest in
light field acquisition, processing and display nowadays, based on the availability of
plenoptic cameras and the growing up of the know-how on the matter.

An integral imaging (II) display is able to optically reproduce a full-parallax view
of the scene. An integral imaging based display is composed by the coupling of a 2D
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Display Panel (DP) (for example an LCD based display) with a 2D Parallax Array (PA)
consisting in a lens array or a pinhole array. The PA is positioned ahead the DP at a
fixed distance. The light rays emitted by DP pixels are forced to pass through the Center
Of Projections (COP) (Fig. 2). The DP is populated by a 2D array of sub-images that
are defined elemental images (EIs). Each EI is coupled with a corresponding COP. Each
pixel of each EI describes the chromatic information for the light ray passing through
the coupled COP and the pixel itself. Therefore, each couple of EI/COP can be described
as a projecting element of light rays passing through the COP. The integration of all the
EI/COP couples simulates the light field LF passing through the whole array of COPs.

Fig. 2. (Up) Integral Imaging display and (Down) Elemental Images virtual rendering. PA is the
parallax array that forces the light rays to pass through the center of projections COPs. Light rays
are emitted by each pixel of each elemental image EI on the display panel DP. An array of virtual
cameras are placed in a virtual scene to look the EIs virtual content. Each virtual camera acquires
the chromatic information coming from different directions and passing through its center of
projection. The result is that the user that looks at the integral imaging display will perceive the
simulated light field corresponding to the virtual scene. Note that when the point of view is beyond
the viewing zone VZ, the user view is double or distorted as some perceived light rays contain
correspond to adjacent EIs (wrong).

The array of EIs can be generated by a direct grabbing from the world employing
dedicated cameras (LF or plenoptic cameras) or deploying virtual rendering [30]. In the
latter case, EIs can be generated simulating a bidimensional array of virtual cameras
observing a virtual 3D scene. Each virtual camera acquires the chromatic information
of virtual scene light rays crossing the camera center of projection. The virtual cameras
array acquire the information for each EI/COP couple of the LF display. If the virtual
cameras position, orientation and angle of view exactly replicates the COPs position,
display orientation and aperture angle θ of the LF display, the system allow for the
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visualization of the virtual content in a natural fashion as the elemental images EIs
acquired by the virtual cameras are naturally coherent with the LF display.

2.2 Hardware Description

The selected hardware components are: an HAIER w970 6′ Smartphone used as display
panel DP (1280 × 720 resolution and 0.1038 mm pixel size); a 3 mm Plexiglas panel
covered with a semi-transparent film as beam combiner and a parallax array PA. Two
different kind of parallax array were employed. The first is a pinhole array realized
printing over a transparent acrylic sheet a black mask with transparent white holes of
0.1 mm diameter and pitch 0.9339 mm. The second one is a lenses array by Fresnel
Technologies microlens sheet (item #630), with lens focal length 3.3 mm and lens
spacing 1.0 mm.

All the components where embodied in a plastic 3D printed case implementing a
display as described in [29], where a semi-transparent mirror, acting as beam combiner
(BC), is posed at 45° in front of the II display, see Fig. 3. The BC allows fusion of the
virtual light field generated by the II display with the real world light field. The half
mirror allows the user’s eye to perceive both the real light field and the virtual light field
emitted by the II display since the virtual light field is 90° rotated and projected directly
in front of the user.

Fig. 3. The experimental integral imaging display: a smartphone display is used as DP and a
lenslet array or a pinhole array as PB, (placed below the DP). The beam combiner BC “+”
consisting in a half mirror rotates the light field in front of the user’s eye. A camera is placed at
the user’s eye position to acquire the AR results.

If the virtual LF generated by the II display matches with the real LF, the real world
and the virtual one are both perceived by the user as consistent from any viewing angle,
hence regardless of the eye’s projection model and independently from its pose relative
to the HMD, all without performing any calibration. We confirmed this hypothesis with
an experiment. On a wooden parallelepiped the borders of a virtual colored ones was
marked. A mechanical calibration allowed placing the wooden parallelepiped in the
correct position and orientation. A real camera was placed in correspondence of the user
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eye to acquire the scene. We acquired three pictures sliding horizontally the real camera
approximately 2 cm left and right in respect to the central position (Fig. 4). The coherence
between virtual and real content is clearly reached and maintained despite the point of
view movements confirming that no calibration is needed.

Fig. 4. Both a real object and the display were hold steady to acquire the images. A real camera
placed in correspondence of the user’s eye was sided in three horizontal position (with 2 cm
acquisition steps) to demonstrate that without any eye-display calibration the coherence is
naturally achieved.

Since in this experiment we employed as parallax array a pinhole array, the images
has to be acquired in reduced light conditions in order to perceive the virtual reality.
Using the lens array allowed us to work with normal lighting conditions (Fig. 5).

Fig. 5. The AR scene using the lens array: the improved brightness is clearly visible and the scene
is comfortably visible in normal lighting conditions.

2.3 EIs Rendering and Limits of the Traditional EIs Arrangement

An off-line rendering of the elemental images EIs was achieved through a Python routine
integrated in Blender 2.75a (www.blender.org), and generating a perspective image of
the virtual 3D scenario for each EI. The perspective images were obtained by using an
array of virtual cameras whose number, spacing, field of view, orientation, and frustum
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shape, were all opportunely fixed to match the specific LF display hardware parameters
(Fig. 2). A 73 × 33 × 28 mm virtual parallelepiped with colored faces is rendered with
an orientation of 45° along the X and Y axes (Fig. 2).

Theoretically, high visual quality could be achieved increasing the density of the
COPs and/or the number of PPI (pixels per inch) for the EIs. Nonetheless, technological
limits are present. As a general rule, referring to Fig. 2, once set the COPs pitch and the
EIs PPI, the visual quality of the rendered image strictly depends on the width of the
solid angle defined by the COP/EI pair (θ) [32]. In more details, referring to the standard
EIs arrangement depicted in Fig. 2, with each EI centered on the coupled COP, given a
certain PPI, the angular resolution (~PPI/θ) increases by decreasing the angle θ that
means increasing the distance d between the PA and the DP.

Nevertheless, d affects also that range within which the viewer can see a full reso‐
lution image, defined as Viewing Zone (VZ) [30]. If the point of view is moved beyond
the VZ, some of the perceived rays contain chromatic information which refer to wrong
elemental images pixels (Fig. 2), thus the resulting perceived image appears distorted
or doubled. VZ lower boundary (Dmin) is directly defined by L (longest display panel),
by p, and by d according to the following equation:

Dmin =
Ld

p (1)

In our setup, if we set d = 7 mm a Dmin of about 100 cm is imposed, indeed: Fig. 6a,
showing a good result, was grabbed by a real camera 100 cm away from the LF display,
which is clearly a uncomfortable viewing distance in the direction of a wearable imple‐
mentation. On the other hand, the same image acquired with the same hardware setting
from about 15 cm produces a distorted image as the viewpoint is outside the VZ lower
boundary as visible in Fig. 6b.

If we reduce d to see the display at distance 15 cm without distortions, we obviously
reduce the visual quality as demonstrated in Fig. 6c.

The distance of the viewing zone is proportional to d and so a too large d determines
a bulkiness display. With the traditional elemental images arrangement, the designer
should have to increase d to obtain high visual quality, but there is a limit due to the fact
that increasing d the minimum distance between the eye and the display Dmin also
increases, with the consequent need to implement a cumbersome display.

2.4 The Innovative EIs Arrangement to Improve Visual Quality

An innovative strategy that partially allows separating the visual quality output (angular
resolution as a function of d) from Dmin, has been proposed by the authors and first
presented in the previous work [28].

The key idea behind the proposed new modality consists in a new arrangement
of the EIs taking into account the ideal eye position in respect to the display. It is
reasonable to force the eye position approximately in the center of the display at a
certain distance D.

In particular, as shown in Fig. 7, each EI is centered with the direction pinpointed
by the center of the eye in its ideal position and by the corresponding COP. The rendering
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of the EIs is obtained adapting the frustum of the virtual cameras to the new geometries.
In this way, a higher value of d is permitted, thus allowing a higher visual quality and
guarantee a VZ, around the ideal eye position, in which the eye can be placed to still
rightly see the rendered images. In this case a large d reduces the VZ and vice-versa

Fig. 6. Different renderings varying d and D with traditional EI arrangement (a, b, c), and an
example of the results obtained with the new EI arrangement (d). A black screen was placed behind
the reflected LF display so only virtual reality is visible in the picture.

Fig. 7. Improving visual quality with the optimized EIs arrangement. In the new arrangement
the EI is centered with the direction crossing the coupled COP and the eye. Virtual cameras
position, angle of view and frustum shape are consequently coherently set.
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(Fig. 7), so a huge d imposes a more precise positioning of the eye, but no inferior limit
in the distance between the eye and the display (Dmin) are imposed.

Figure 6d shows the image rendered with the strategy described above and acquired
at a viewpoint distance D = 15 cm with d = 7 mm. According to the figure, the efficacy
of the proposed method ensures good image quality also at low distances between user’s
viewpoint and display.

3 Conclusions

The common optical see-through displays paradigm entails intrinsic incompatibility
between the nature of the 4D light field, related to the reality and the nature of the virtual
content, rendered as a 2D image on the display.

In this paper we describe a radical rethinking of the wearable optical see-through
displays paradigm by generating, through integral imaging technique, the virtual content
as a light field, in order to overcome the typical limitations of the traditional approach
based on 2D images projected over semitransparent surfaces. Our hardware implemen‐
tation, consisting in a semi-transparent mirror positioned at 45° in front of an Integral
Imaging display, is a scaled version of the one described in [29].

The Integral Imaging displays visual quality relies on: parallax barrier pitch, display
PPI, and by the distance d between display and parallax barrier. To obtain high visual
quality, large d are required and, with the traditional EIs arrangement, a minimum
distance between the eye and the display is forced by an inferior limit proportional to d
itself (Eq. 1). For this reason, the miniaturization and the achievement of high visual
quality are conflicting objectives.

The proposed rendering strategy based on a new EIs arrangement, which takes into
account the ideal eye position in respect to the display, allows increasing the visual
quality avoiding inferior limits for the distance between the eye and the display itself
(that determine a bulky display). Note that in this EIs arrangement the knowledge of the
ideal eye position is required, but the eye can be moved in the VZ maintaining the same
visual quality without any distortion in the perceived image.

The presented work is a feasibility study and the implementation of a complete
device based on the proposed approach still needs further research and complex technical
developments. Two key issues are mandatory to go towards a wearable device: real-time
rendering of the light field and real-time tracking of the real scene. In our current imple‐
mentation we do not implemented tracking of the real scene (the object was mechanically
calibrated) and rendering is off-line. Anyway, both issues were previously investigated
and there are different possible solutions, which may be integrated with the proposed
set-up [29, 33].
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