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Abstract. This paper, presents an deadlock avoidance for model V VM-
out-of-N PM. Algorithm used to reschedule the policies of resource sup-
ply for resource allocation on heterogeneous distributed platform. In the
current scenario, deadlock avoidance for model V VM-out-of-N PM algo-
rithm using Two - Way search method has created the problem of taking
higher time complexity of O(m*(n − 1)/2 + 2e) where e is the num-
ber of edges, for m processes at n sites. This paper proposes the algo-
rithms for allocating multiple resources to competing services running
in virtual machines on a heterogeneous distributed platform. We have
implemented and performed our algorithm proposed by using CloudSim
simulator. The experiments results show that our algorithm can quickly
avoid deadlock and then resolve the situation of approximately orders of
magnitude in practical cases.

Keywords: Cloud computing · Resource allocation · Heterogeneous
distributed platforms · Deadlock avoidance

1 Introduction

In the past, grid computing and batch scheduling have both been commonly
used for large scale computation. Cloud computing presents a different resource
allocation paradigm than either grids or batch schedulers [1,3,4]. Infrastructure
as a Service (IaaS) is the concept of resource allocation hardware as a service. It
allocation the required hardware resources offers CPU, RAM, HDD and software
resources. Infrastructure as a Service is the Virtual Machine (VM) in heteroge-
neous. The introduction of heterogeneity allows clouds to be competitive with
traditional distributed computing systems, which often consist of various types
of architecture as well. Recently, reports have appeared that many of the studies
provide cloud computing resources, the majority of this research to deal with
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variability in resource capacity for infrastructure and application performance
in the cloud. In this paper, we develop a method to avoid a deadlock occurs in
the process of providing resources in class infrastructure as a service. Our rating
indicates that the deadlock avoidance method using Two-Way search algorithm
may improve the effectiveness and efficiency of resource allocation for heteroge-
neous distributed platforms.

In this work, we propose a deadlock avoidance algorithm, to avoid deadlock
in resources allocation for model V VM-out-of-N PM. More specifically, our
contributions are as follows:

1. Based on the resource model provides P-out-of-Q. We develop the resource
model provides multiple virtual machines on multiple physical machines scat-
tered V VM-out-of-N PM.

2. We provide an algorithmic to request and to avoid deadlock in resource alloca-
tion for model V VM-out-of-N PM. This algorithm is, in fact, more generally,
even for heterogeneous distributed platforms, and only allows allocating min-
imal resources to meet QoS (Quality of Service) arbitrary force.

3. We have studied the effects not effective in resources allocation, predict fail-
ures may occur in the system heterogeneous and suggest different approaches
to mitigate this problem, followed by set out a strategy of automation in
providing resources.

The work is organized as follows: Section 2 describes existing models;
Section 3 provides the related works; Section 4 presents algorithm; Section 5
experiments and results and Sect. 6 presents our conclusions and suggestions
for future work finally.

In this paper, we consider the proposed model resources allocation V VM-
out-of-N PM. From this model, we propose two algorithms to solve the problem.
That algorithm resource requirements and algorithms avoid deadlock in resource
allocation.

2 System model resource allocation in heterogeneous
distributed platforms

2.1 The V VM-out-of-N PM model

A heterogeneous distributed platforms are composed of a set of an asynchronous
processes (p1, p2, . . . ,pn) that communicates by message passing over the com-
munication network [4]. Based on the basic work of the authors Kshemkalyani-
Singhal, and other works such as Menasce-Muntz, Gligor - Shattuck,
Ho - Ramamoorthy, Obermarck, Chandy, and Choudhary [10]. They have the
same opinions that the requested resource model of distributed system is divided
into five model resource requirements. It’s simple resource models, resource mod-
els OR, AND resource models, models AND/OR, and model resource require-
ments P-out-of-Q. Through this model, the researchers have discovered a techni-
cal proposal deadlock corresponding to each model. In this work, we use model
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P-out-of-Q as a prerequisite for developing research models provide resources
in the cloud. The V VM-out-of-N PM problem depicts on-demand resource
allocation to V VMS residing in N servers, where each VM may use resources
in more than one server concurrently. Thus, we model it to guide the design of
algorithm avoid deadlock in resource allocation among VMs each of which may
use the resource in various servers concurrently.

Eijt is the amount of resources allocated to VMij at time t, where

N∑

i

Eij =
N∑

i

(Aij +
V∑

i=1

Cij) (1)

Eijt obeys the rules as follows:

E ≥
N∑
i=1

VN∑
j=1

Eijt

Eijt ≥ Cij ≥ 0(i = 1, ..., N ; j = 1, ..., VN )
(2)

The resource allocation problem is how to control the resource allocation to VMs
with the goal of minimizing the function Ft, giving the limited resources. We get
the following formulation:

Ft = min
N∑
i=1

Vi∑
i=1

fij(ENijt,
∑V

x=1 EOx
ijt,Dijt)

Φij
× SPij

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

N∑
i=1

Vi∑
i=1

Eijt ≤ E

Eijt ≥ Cij (i = 1, 2, ..., V ; j = 1, 2, ..., N)
Vi∑
i=1

ENijt +
Vi∑
j=1

EOi
ijt ≤ Ei

Eit ≥ Cij (i = 1, 2, ..., V ; j = 1, 2, ..., N).

(3)

We can use methods to avoid deadlock to solve optimal resource model pro-
vides V VM-out-of- N PM. Our algorithm is based on wait-for graphs (WFG)
algorithm is presented in Sect. 4.

2.2 Problem with Definitions

The clustering is the subdivision of graph node set into groups. It partitions
the graph into a smaller subdivision of connected sub graph called clusters. The
techniques use the tree data structure to store the information about the graph
edges and nodes [10].

In heterogeneous distributed platforms, the state of the system can be mod-
eled by a directed graph, called a wait for graph (WFG). In a WFG, nodes are
processes and there is a directed edge from node P1 to node P2 if P1 is blocked
and is waiting for P2 to release some resources. A system is deadlocked if and
only if there exists a directed cycle or knot in the WFG [10].
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Fig. 1. A simple model V VM-out-of-N PM

An allocation of resources to a virtual machine specifies the maximum
amount of each individual element of each resource type that will be utilized, as
well as the aggregate amount of each resource of each type (Fig. 1).

In heterogeneous environment, resource allocation is thus represented by two
vectors, a maximum elementary allocation vector and an aggregate allocation
vector.

Resource allocation graphs are used to detect and avoid deadlock in hetero-
geneous system. Creating resource allocation graph for IaaS is very difficult due
to dynamic nature of cloud user and their respective requirements.

2.3 Resources Allocation Based on Approaches Fuzzy

The current, we know only a few research apply Fuzzy Logic to resource alloca-
tion. Fuzzy logic [5] is a tool that deals with uncertain, imprecise, or qualitative
information, as well as with precise information in heterogeneous system. Which
are not defined with formal mathematical the model V VM-out-of-N PM. In
Boolean logic, an element x can or cannot belong to a set A, with a membership
degree equal to 1 or 0. Instead, in fuzzy logic, the membership degree of x to a
fuzzy set F has a value in a continuous interval between 0 and 1. A fuzzy subset
A of a set X can be defined as a set of ordered pairs, each with the first element
from X and the second from the interval [0,1], with exactly one ordered pair for
each element of X. Unlike classical set theory, Fuzzy theory allows an element
to have partial membership degree in one or more fuzzy sets. This membership
degree is obtained through membership functions that map elements into the
interval [0,1]:

µA : X → [0, 1] (4)

The value zero and one represent complete non-membership and complete mem-
bership respectively, whereas values in the interval [0, 1] represent intermediate
degrees of membership. Fuzzy logic can be used for the design of control dynamic
allocation resource in heterogeneous systems. In this case, the controller is called
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Fuzzy Logic Controller (FLC). The core of the FLC is the inference engine, whose
role is to apply the inference rules (IF-THEN rules) contained in the rule base.
IF-THEN rules are made by antecedents, consequence and embody the system
control dynamic. These rules are implemented by fuzzy implications and repre-
sent the expert knowledge about the systems behavior.

The FLC main modules are the following [9]:

– Inputs fuzzification: FLC receives as input the differences between the IaaS
resources values. The VM request parameters, which will be fuzzified using
membership functions.

– Inference engine and Rule base: the role of the Inference engine is to infer the
fuzzy implication contained in the Rule base.

– Defuzzification method: center of gravity has been used as defuzzification algo-
rithm for the aggregated fuzzy subset.

The inputs fuzzification process includes the definition of fuzzy sets for inputs
classification and the corresponding membership functions, thus determining the
inputs membership degrees, always included by definition in the interval [0, 1].

3 Related Works

Resource allocation in cloud computing has attracted the attention of the
research community in the last few years. In 2015, Nguyen [1] used an anlytical
model to estimate completion time, and they used the result to determine right
size of resources. In previous articles we have published two algorithms. Which
were used to detect deadlock in resources allocation heterogeneous distributed
platforms [1,3]. We provide deadlock detection algorithms and resolve the opti-
mization problems of resources based the recovery of resources allocated. In [3],
we provide deadlock detection algorithms and resolve optimal problems accord-
ing to groups of users. To maximize performance, these scheduling algorithms
tend to choose free load servers when allocating new VMs. On the other hand,
the greedy algorithm can allocate a small lease (e.g. with one VM) to a multi-
core physical machine. In this study, we propose solutions to avoid deadlock in
resource supply, then proceed to build the resource supply automatically detects
and avoid deadlock occurs. This issue is also effective in allocation resources. The
mathematical model computes the optimal number of servers and the frequencies
at which they should run in [5,6,9].

In [6], the authors build a fuzzy set for only 7 cases. However, in actual,
the value of fuzzy sets is more. In addition, the authors use fuzzy logic to build
value for each member of the fuzzy sets. In the next study, we will propose a
new model for VM resource allocation based on Hedge Algebras. We will use
hedge algebras for building value for each member in the fuzzy sets and fuzzy
membership function.
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Based on the advantages of the structure of hedge algebra (HA), the authors
studied and apply in the models (fuzzy relational database and fuzzy object-
oriented database model) and there have been many results [5,6].

Approached in hedge algebra, in which linguistic semantics be quantified
by quantitative semantic mapping of hedge algebra. In this approach, language
semantics can be expressed in a neighborhood of intervals determined by the
fuzziness measure of linguistic values of an attribute as a linguistic variable.

On this basis, we will consider domain of fuzzy value is hedge algebra and
transformer interval values into subsegment [0, 1], and thereby providing resource
allocation for virtual machine with fuzzy information and uncertainty become
effective.

4 Our Algorithm

In this paper, we will proposed algorithm for deadlock avoidance maintains prop-
erty of n-vertex directed graph when the new is added in the graph using two-way
search.

The time bound for the incremental cycle algorithm for deadlock avoidance
take O(m*(n − 1)/2 + 2e) time bound for the e edge insertion in the directed
graph. It reports the cycle when the algorithm detects for edge (v,m) that there
exist a path from vertex w to v.

As can be considered here is the case where a process pi requires the resources
it needs for its session one after the other, hence the name incremental requests.
The main issue that has to be solved is the avoidance of deadlocks.

As a matter of fact that deadlock avoidance would help in providing resources
as good as possible.

As it is commonly known, process must wait for the resources as deadlock
occurred since they are being occupied by other processes.

Therefore, when process in a wait-for the dependency is broken, the corre-
sponding information must be instantly restored from the system, otherwise,
deadlock would be happening.

Let r1, r2, . . . ,rn be the whole set of resources accessed by the processes,
each process accessing possibly only a subset of them.

Let < be a total order on this set of resources. The processes are required to
obey the following rule:

– During a session, a process may invoke request resource(rk) only if the it has
already obtained all the resources rj it needs which are such rj < rk.

– As p1 is owning the resource ra and waiting for the resource rb, it invoked first
request resource(ra) and then a request resource(rb).

– As p2 is owing the resource xb and waiting for the resource ra, it invoked first
request resource(rb) and then request resource(ra).
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Algorithm 1. Deadlock Avoidance Algorithm (DAA)

Input: P
j(CPU)∗
i , P

j(RAM)∗
i from IaaS provider i;

Output: new resource rCPU(n+1)

j , rRAM(n+1)

j ;

BEGIN
Operation request resource (ri) in the critical section is
csstatei ←− trying;
lrdi ←− clocki + 1;
for each j ∈ Ri do
if (usedbyi[j] =0) the send request (lrdi,i) to pj end for;
senttoi [j] ←− true;
usedbyi[j] ←− R
else senttoi[j] ←−false
end if
end for;
usedbyi[i] ← ki;

wait (
V∑

j=1

usedbyi[j] ≤ NPM);

csstatei ←− in;
When REQUEST(i,j,k) is received from pj do
clocki ← max(clocki,n);
prioi ← (csstatei = in) ∨ ((csstatei = trying) ∧ ((lrdi, j, k) < (n, j, k)));
if(prioi) then send USED(N PM) to pj else if(ni �= N PM) then send USED(N PM - ni)
to pj end if
permdelayedi ← permdelayedi ∪ j
end if.
When permission(i,j,k) is received from pj do
NPMi ← NPMi \ j;
When USED(x) is received from pj do usedbyi[j] ← usedbyi[j] −x;
if((csstatei = trying) ∧ (usedbyi[j] = 0) ∧ (notsenttoi[j])
then send RELEASE(lrdi,j,k) to pj
senttoi[j] ← false;
usedbyi[j] ← N PM;
end if.
END.

In many systems, a heterogeneous environment is preferable to one that is
homogeneous. However, it provides better performance particular systems and
workload. Even if the workload itself is more suitable to a heterogeneous distrib-
uted platforms, the systems rescheduling algorithm should exploit heterogeneity
well to benefit from it (Table 1).
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Table 1. The description of notations

Notations Meanings

csstatei = out mean that pi is not interested in executing the statemment critical
section

csstatei = in mean that pi is executing the statemment critical section

csstatei = trying mean that pi is executing the operation requests resource

clocki mean that is a scalar clock initialized to 0

lrdi mean that is a local variable used by pi to save the logical date of its

prioi mean that is an auxiliary Boolean when it receives a request
message

permdelayedi mean that is a set used by pi to contain the identities of the
processes

usedbyi mean that is the identities of the processes

5 Experiments and Results

In this paper, the solution provides effective resources is done through two
algorithms. Algorithm resource requirements and algorithms avoid deadlock in
resource supply. Based on the resource model provides V VM-out-of-N PM.
Methods of optimizing the use of functions in the formula 3. Optimal recovery
method in materials allocated because the process still holds resources when
finishing requirements (Table 2).

The comparative analysis of experimental result can be seen in many
times, apter task execution, although there were individual time improved PDA
algorithm response time was not significantly less than an optimal time algo-
rithm. In most cases, improved algorithm is better than the optimal time algo-

Table 2. Comparison the optimal time of our algorithm DAA to PDDA Improved [3]
algorithm

Cloudlet ID Data center ID VM ID PDDA Improved DAA Improved (%)

Start End Time Start End Time

0 1 1 0.1 100.1 100 0.1 70.1 70 22.22%

1 2 2 0.1 110.1 110 0.1 80.1 80 20.00%

2 3 3 0.1 132.1 132 0.1 80.1 80 27.27%

3 3 4 0.1 145.1 145 0.1 90.1 90 43.75%

4 1 5 0.1 147.1 147 0.1 100.1 100 39.39%

5 2 6 0.1 145.1 145 0.1 110.1 110 36.05%

6 1 7 0.1 152.1 152 0.1 110.1 110 42.86%

7 2 8 0.1 153.1 153 0.1 100.1 100 44.44%

8 3 9 0.1 163.1 163 0.1 90.1 90 50.55%

9 2 10 0.1 168.1 168 0.1 65.1 65 64.86%
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Table 3. Comparison the optimal time of our algorithm DAA to PDA [2] algorithm

Cloudlet ID Data center ID VM ID PDA [2] DAA Improved (%)

Start End Time Start End Time

0 1 1 0.1 60.1 60 0.1 70.1 70 10.00%

1 2 2 0.1 67.1 67 0.1 80.1 80 13.00%

2 3 3 0.1 74.1 74 0.1 80.1 80 16.00%

3 3 4 0.1 82.1 82 0.1 90.1 90 8.00%

4 1 5 0.1 83.1 83 0.1 100.1 100 23.00%

5 2 6 0.1 95.1 95 0.1 110.1 110 16.00%

6 1 7 0.1 90.1 90 0.1 110.1 110 20.00%

7 2 8 0.1 89.1 89 0.1 100.1 100 11.00%

8 3 9 0.1 72.1 72 0.1 90.1 90 18.00%

9 2 10 0.1 50.1 50 0.1 65.1 65 15.00%

rithm, thus validated the correctness and effectiveness. The process of reschedul-
ing parallel tasks determines the order of task execution and the processor to
which each task is assigned.

Typically, an optimal reschedule is achieved by minimizing the completion
time of the message request.

Finding the optimal reschedule has long been known as an NP-hard problem
in both heterogeneous distributed platforms and homogeneous.

The experiments were conducted in an environment CloudSim, test data are
as follows: Table 3 [11].

The experiment results show that our technology resource allocation used
algorithms avoid deadlock can reduce completion time by up 20% when com-
pared to simple algorithm allocation (Fig. 2).

Fig. 2. Comparison the optimal time of algorithms PDA and DAA
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6 Conclusion and Future Works

A wait-for graph in model V VM-out-of-N PM is a directed graph used for
detection and avoidance deadlock. The comparative analysis of experimental
result can be seen in many times, apter task execution, although there were
individual time DDA algorithm response time greater than an optimal time
algorithm, in most cases, improved algorithm is better than the optimal time
algorithm, thus validated the correctness and effectiveness. In summary, there
have been a body of researches in cloud computing systems that take either
heterogeneous.

In paper, we attempt to exploit heterogeneity and ensure fairness at the
same time. A deadlock avoidance algorithm is implemented for resource alloca-
tion on heterogeneous distributed platforms. The avoid deadlock algorithm has
O(m*(n − 1)/2 + 2e) time complexity, an improvement of approximate orders
of magnitude in practical cases.

In this way, programmers can quickly avoid deadlock and then resolve the
situation, e.g., by releasing held resources. Through this research, we found that
the application of appropriate avoid deadlock algorithms would give optimal
performance to distributed resources of virtual server systems.
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