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Abstract. In mixed excitation linear prediction (MELP) vocoder incentive
model, the decision error of traditional maximum voicing frequency (MVF) al-
gorithm is relatively large. In this paper, it proposes a method to optimize MVF
algorithm. Firstly, in many MVF algorithms, considering about algorithm
accuracy, applicability and real-time, It selects the most appropriate algorithm
(cumulative harmonic scoring algorithm) for very low rate speech coder. And
then, the method optimize the definition and noise immunity of the algorithm,
which use adaptive MVF value to divided spectrum into two sub-bands. Finally,
using pitch as performance parameters of incentive model, it simulates voiced
incentive model, and compares the pitch error rate of two band excitation
(TBE) model and MELP model. A conclusion is generated that TBE model is
closer to the original speech features, and its performance is better than that of
the original MELP incentive model.
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1 Introduction

In the (very) low rate speech coding, as an important part of speech in the model,
incentive model is one of the important breakthrough. The speech model of audio
segment consists of periodic and aperiodic component. The spectrum ratio of those two
parts has two different calculation ways. One is multiband; the other is dual-band. In
the dual-band calculation, low frequency band is regard as periodic components, with
the method of impulse excitation; high frequency band is regard as aperiodic com-
ponents, with the method of noise excitation. The demarcation point of the dual-band is
called maximum voicing frequency (MVF). This way of division is closer to actual
phonetic pronunciation characteristics. Two band excitation (TBE) model can effec-
tively improve the quality of synthesized speech [1], at the same time, its performance
depends on MVF extraction accuracy.

MVF often used in harmonic and noise model (HNM) [2, 3], deterministic and
stochastic model (DSM) [4], excitation signal model and so on. In recent years, it has
sprung up a large number of MVF calculation methods, including peak valley value
(P2V) [5], the amplitude spectrum-phase spectrum [2], multi parameter correlation
method, iterative judgment method, cumulative harmonic scoring (CHS) [6, 7] and so
on. Considering the accuracy, applicability and real time performance of MVF, it is the
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most appropriate algorithm that CHS is applied to mixed excitation linear prediction
(MELP) vocoder incentive model.

Based on the peak of the energy spectrum, CHS method respectively calculate the
scoring of periodic part and aperiodic part and the weighted value from each harmonic
to this two parts. The final total harmonic score is used to filter the MVF values.

2 The Optimization of MVF Algorithm

2.1 Optimize the Definition of MVF Algorithm

Amplitude spectrum-phase spectrum method use hanning window, but CHS method
uses rectangular window. Although the rectangular window may bring side lobe
leakage, the algorithm that we use mainly focused on characteristics of main lobe. At
the same time, compared to hanning window, rectangular window’s main lobe energy
is more concentrated, so it uses rectangular window in optimized MVF algorithm.

For silent voice segment, MVF is set to 0 Hz. For the speech segment, the window
length is twice the pitch period length. Assuming each frame of the pitch period is f0,
the estimate of each frame’ MVF is mf0 (m is the largest number of harmonic). The
original speech signal is sðkÞ; k ¼ 1; 2; . . .2N þ 10 (N is pitch period length).

Ten samples before the current sample is used to predict the current sample, which
is express as below:

spre kð Þ ¼ �
X10
i¼1

ais k � ið Þ; k ¼ 1; 2; . . .; 2N ð1Þ

In order to facilitate representation, the expression of predictive value selects
negative sign. After linear prediction (LPC) treatment, residual signal (res kð Þ; k ¼ 1;
2; . . .2N) is defined as below:

resðkÞ ¼ sðkÞ � spreðkÞ ¼
X10
i¼0

aisðk � iÞ ð2Þ

As for periodic signal, its spectrum is discrete, therefore, after the discrete Fourier
transform processing, the direct component of residual signal (resðiÞ) is removed.

R kð Þ ¼
X2N
i¼1

res ið Þe�pjðk�1Þði�1Þ
N ; k ¼ 1; 2; . . .; 2N ð3Þ

Energy spectrum density is defined as: PðkÞ ¼ jRðkÞj2; k ¼ 1; 2. . .2N. It increases
the range of spectrum amplitude and makes peak features more dramatically. It is
assumed that A is an even number, then, PðkÞ; k ¼ 1; 3; . . .2N � 1 is the pitch har-
monic power components of current frame residual signal (resðiÞ); PðkÞ; k ¼ 2;
4. . .; 2N is noise power components. Because PðkÞ is a point-symmetrical with respect
to N, it only need to deal with PðkÞ; k ¼ 1; 2. . .;N, at the same time, the largest number
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of harmonic m should be determined in the harmonic power components in
k ¼ 1; 3. . .;N � 1. The normalized power function is defined as follow:

PnðkÞ ¼

1; k ¼ 1

½PðkÞþPðkþ 2Þ�=2
½PðkÞþPðkþ 2Þ�=2þPðkþ 1Þ ; k ¼ 2; 4. . .;N

PðkÞ
½Pðk � 1ÞþPðkþ 1Þ�=2þPðkÞ ; k ¼ 3; 5. . .;N � 1

8>>>>><
>>>>>:

ð4Þ

The comprehensive accumulated energy E consists of the accumulation of har-
monic energy Eh and noise energy Ea.

EhðxÞ ¼
X

k¼3;5...2xþ 1

max½0;PðkÞðPnðkÞ � Pnðk � 1ÞÞ�; x ¼ 1; 2. . .N=2 ð5Þ

EaðxÞ ¼ 2
X

k¼2x;2xþ 2...;N

PðkÞPnðkÞ; x ¼ 1; 2. . .;N=2 ð6Þ

EðxÞ ¼ EhðxÞþ bEaðxÞ; x ¼ 1; 2. . .N=2 ð7Þ

Among them, A is adjustment parameter. The scope of it generally takes to:
0.2 * 0.6 [8]. MVF is the xth harmonic frequencies when accumulated comprehensive
energy E obtain the maximum value. m ¼ x.

2.2 Optimize the Noise Immunity of MVF Algorithm

Original speech, sðkÞ; k ¼ 1; 2; . . .N, in which N is the length of pitch period, consists
of effective voice information uðkÞ and noise information nðkÞ. In the short-time signal
processing, uðkÞ is periodic signal, nðkÞ is aperiodic signal, therefore, sðiÞ is processed
with DFT, as shown below.

SðkÞ ¼
XN
i¼1

uðiÞe�j2pkiN þ
XN
i¼1

nðiÞe�j2pkiN ; k ¼ 1; 2; . . .N ð8Þ

Harmonic components are mutually orthogonal, so the energy spectrum is as
follow:

PðkÞ ¼ SðkÞj j2¼
XN0

i1¼Nx

uði1Þ2 þ
XN 00

i2¼Ny

nði2Þ2 þ
XN 000

i3¼Nz

uði3Þþ nði3Þ½ �2 ð9Þ

As is shown in the above type, N times harmonic is divided into three types of
interval: i1, i2 and i3. i1 represents a harmonic interval which only distributes effective
information. i2 represents a harmonic interval which only distributes noise information.
i3 represents an interval which distributes both effective and noise information. In the

Optimization of Voiced Excitation Model by MVF Algorithm 55



harmonic interval of i2 and i3, the amplitude of S kð Þ can accumulate noise information,
and the amplitude of energy spectrum will change. It will also affect the outcome when
the noises accumulate to a certain extent. As shown in Table 1, we assume that it
happens in the noise environment. N0 is the harmonic which correspond to the standard
value of MVF. E0 is comprehensive accumulated energy. In interval i1, N1 is some
harmonic and E1 is comprehensive accumulated energy. Similarly, N2 and E2 is in i2.
N3 and E3 is in i3.

The original speech signal is processed with LPC (linear predictive coding) and
inverse filtering, and then, predicting residual signal can be got. In the processing of
add noise speech, LPC can analyze and extract format, sound loudness, pitch period
and some other key messages. Inverse filter can filter high frequency noise; therefore,
residual signal is used for frequency domain processing instead of the original speech
signal. Residual signal effectively avoid some of the noise. As is shown in Fig. 1,
adding automobile noise, SNR = −4 dB, residual signal fully retain the periodicity and
peak character of the original speech without noise. However, with the loss of SNR,
time-domain signals of the original speech with noise will be seriously deformative and
noise interference will also be serious.

The anti-noise performance of modified MVF algorithm is superior to primitive
CHS algorithm. Compare the MVF values of voiced frame before and after adding
noise. For example, in automobile noise, as shown in Fig. 2, it is spectrum difference
before and after adding noise. Even under low SNR circumstance, peak characteristics
of harmonic component are still obvious. MVF of the original speech frame is
1440 Hz. MVF of the adding noise speech frame which is calculated by original CHS
algorithm is 240 Hz. However, it is 1440 Hz which is calculated by modified MVF
algorithm. It can be concluded that using residual signal, modified MVF upgrade the
anti-noise performance of the algorithm.

Table 1. Compare the differences of adding noise verdict

Comprehensive
accumulated
energy

The
largest
harmonic
number

Result of
judgment

Comment

Noise
environment
1

E1 ¼ E0 N1 Accuracy The signal is not
affected by noise

Noise
environment
2

E2 [E0 N2 Serious
miscalculation

Adding some other
harmonic components,
noise can impact
excitation signal.

Noise
environment
3

E3 [E0 N3 [N0

ðN3\N0Þ
High (Low)
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Fig. 1. Time domain waveform of voiced frame ((a) original speech signal with no noise
(b) original speech signal with noise (c) residual signal with no noise)
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To improve the anti-noise performance of modified MVF algorithm, the frequency
spectrum distribution of noise should be considered. In principle, different frequency
spectrum distribution of noise has some differences between low frequency and high
frequency. In the processing of frequency domain, when different kinds of noise are
superposed in target voice, it can be achieved by the improved MVF algorithm to
suppress noise.

The improved MVF algorithm has good noise resistance to the general background
noise, but human background noise has potential interference. When human back-
ground noise exists, UVS Judgment can be used to filter out some interference.

3 The Performance Simulation of Residual Excitation Model

The effect of motivation model, produced in vocoder, can provide the original voice
frequency and sound loudness features. It can also be termed pitch. From the point of
synthetic speech’s subjective judgment, pitch is also one of the intuitive factors to
decide the voice quality. It can directly affect the hearing feeling. For example, bass and
soprano have obvious difference on the pitch. Except for accurate pitch period, it can
effectively improve the naturalness of synthesized speech that coding pitch information
of the closer original voice and compound incentive model in the decoder. In addition,
the change of pitch directly affects the meaning expression, which is Chinese tone.
Different tones correspond to different pitch changes. In the incentive model, the
accuracy of extracting pitch corresponds to the naturalness and intelligibility of the
synthetic speech, so pitch error rate can be used to evaluate the performance of
incentive model. The accuracy of pitch is mainly manifested on the tone and volume.
Figures 3 and 4 respectively are spectrograms which are different in tone and volume.

Exciting signal of TBE and MELP can be respectively calculated from original
speech signal. The pitch of exciting signal and original speech signal can be extracted
and compared in spectrograms. As is shown in Fig. 5, TBE exciting signal and MELP
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Fig. 2. Single frame spectrum with/without noise
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exciting signal both retain the information of pitch change and four tones do not have
some confusing phenomena. However, for the voiced frame of speech segment, MELP
exciting signal just retains the periodic information under 2 kHz. The exciting signals
above 2 kHz are replaced by random signals. As is shown in the spectrogram, there are
no clear white horizontal stripes. In the spectrogram of original speech signal, speech
segments in 0.7 * 1 s, 3.2 * 3.5 s and 2.2 * 2.6 s both have periodic information
in 0 * 4 kHz. In other words, the pitches of those speech segments are at 4 kHz. TBE
model can not only accurately extract the pitch of voiced frame, but also the pitch of
devoiced frame. As an example, the devoiced frame in the vicinity of 0.5 s should
contain the third-harmonic component. TEB spectrogram has three clear horizontal
white stripes, but in the MELP spectrogram, the harmonic in sub band of 500 Hz is
intercepted and stimulated by pulse signal. It only has two horizontal white stripes,
including fundamental frequency and second harmonic. Therefore, there are some
errors in MELP exciting signals.

Comparing with the spectrograms of some different speech segments and the fre-
quency distribution of their exciting signals, the pitch error rate of TBE exciting signal
is far less than that of the MELP exciting signal in both of devoiced and voiced frames.
The fixed subband division method cannot accurately extract the pitch information of
speech signal, but the method of adaptive MVF can overcome this problem. TBE
incentive model is better than original MELP incentive model.
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Fig. 3. Spectrogram of different tones
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Fig. 4. Spectrogram of different volume
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4 Conclusion

Contraposing the shortcomings of MELP vocoder incentive model, in this paper, it
adopt the way of dynamic segmentation double band and implement TBE incentive
model. Firstly, CHS is chosen in many MVF algorithms, which is one of the most
suitable algorithms for very low bit-rate speech coder. Then, using residual signal to
analyze the performance of algorithms, it improve the definition and antinoise per-
formance of MVF algorithm, and put forward using pitch as a parameter of ruling the
performance of incentive model. Finally, through the simulation on the performance of
the incentive model, a conclusion can be drawn that the pitch error rate of TBE exciting
signal is far less than that of the MELP exciting signal. Therefore, TBE model is closer
to original speech features and it can effectively improve the performance of MELP
vocoder incentive model.
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