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Abstract. Bit-flip caused by SEUs is one of the main reasons resulting in small
satellites malfunction. This paper proposes a LDPC erasure decoding method
aided by CRC to detect and correct errors in stored data. The key idea is that the
encoded message is divided into multiple fragments protected by individual CRC
so that fragments with error could be detected and corrected. Moreover, CRC is
also used as an early stop criterion of decoding. Simulation and implementation
results show that the proposed method has better performance compared with MS
decoding both in error correcting and hardware requirements.
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1 Introduction

Small satellites that could be launched in short time-scales and tight budgets have
provided fast and cheap accesses to space [1]. These low-cost satellites make it possible
for commercial organizations and emerging space nations to conduct independent low
earth orbits (LEO) missions. Therefore, there is a growing need of small satellites.

In small satellites applications, stored digital data in random-access memory
(RAM) or flash is easily suffered from single-event upsets (SEUs) caused by radiation
which is impossible to be shielded [2]. More than half of system malfunctions in
satellites are the result of bit-flips in stored data caused by SEUs [3].

To secure the data, many methods have been proposed, which could be divided in
to three categories: (1) Multiple modular redundancy methods, such as those proposed
by P.K. Samudrala in [4] and S. Hao in [5]. Methods in this category take advantages
of making multiple copies of data so that voting logic can be used to detect and correct
errors. However, these schemes can only offer protection against the effect of bit-flips
when less than a half of data copies are affected and require larger RAM or flash.
(2) Error-Correcting code based methods, such as RS codes used by Y. Zhang in [6]
and G.C. Cardarilli in [7], LDPC codes used by B. Vasic in [8]. These methods can
provide excellent correcting performance against bit-flips, but their decoders are usu-
ally complicated to implement. (3) Mixed methods, such as Hsiao codes and triple
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modular redundancy method proposed by Y. Zhao in [9], which in fact are compromise
between implementation complexity and error correcting performance. Yet afore-
mentioned methods either require multiple storage space or high complexity.

In this paper, we propose a new method using CRC codes and low-density
parity-check (LDPC) erasure codes to detect and correct data errors caused by SEUs.
This method applies CRC codes to detect errors in each data fragments that are divided
from original data segments encoded by LDPC erasure codes and terminate the
decoding process early, while the correcting step of the method is more accurate and
requires less on hardware.

The rest of this paper is organized as follow. Section 2 will briefly introduce the
LDPC erasure codes adopted and describe the system. Section 3 will gives the
CRC-aided LDPC erasure decoding algorithm and discuss the CRC selection problem.
Simulation and implementation results are presented in Sect. 4, and Sect. 5 concludes
this paper.

2 The LDPC Erasure Codes and System Description

2.1 LDPC Erasure Codes and Encoding

LDPC erasure codes are a kind of concatenated code with low-density parity-check
matrix, and its outer code and inner code are random LDPC code and
irregular-repeat-accumulate (IRA) LDPC code, respectively.

The parity-check matrix of LDPC erasure codes with code length ni and infor-
mation bits length ko is described below

H ¼ Ho 0
Hi;u Hi;p

� �

Ho ¼ Ho;u Ho;p

��� �
8<
: ð1Þ

where Ho is a no � koð Þ � no parity-check matrix of outer code with code length no,
Hi;u and Ho;u are binary random matrices with size no � koð Þ � ko and ni � kið Þ � ki,
Ho;p and Hi;p are no � koð Þ � no � koð Þ and ni � kið Þ � ni � kið Þ matrices in dual-
diagonal pattern

H�;p ¼

1 1 0 � � � 0 0
0 1 1 � � � 0 0
0 0 1 � � � 0 0
..
. ..

. ..
. . .

. ..
. ..

.

0 0 0 � � � 1 1
0 0 0 � � � 0 1

2
6666664

3
7777775

ð2Þ

where * is o or p. Moreover, the parity-check matrix of inner code is Hi ¼ Hi;u Hi;p

��� �
,

whose size is ni � kið Þ � ni, ki � no. As Ho;p and Hi;p are both in dual-diagonal pattern,
both Ho and Hi could easily be transformed into systematic form, from which generator
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matrices of both outer code and inner code, denoted as Go and Gi, can be obtained.
With Go and Gi, codewords c could be gained through following steps

Step 1. Gain the outer codeword co ¼ m � Go.
Step 2. Gain the inner codeword, namely the codeword of LDPC erasure codes, c. If

ki ¼ no, then c ¼ co � Gi. Otherwise, fill zeroes at the end of co to make it
length equal to no, and let c ¼ co � Gi.

2.2 System Description

Figure 1 depicts the procedure that data input into and output from RAM/Flash. The
input data m is encoded by LDPC erasure encoder and become a codeword c so that
errors can be corrected at output stage, then c can be decomposed into different data
fragments p, each of which can be protected by individual CRC, and written into
RAM/flash. When stored data need to be read, data fragments p′ are read out and
checks by CRCs, and data fragments with errors will be erased. Then c′ can be
composed by various data fragments, and all erased data will be recovered by LDPC
erasure decoder and get the output data m′.

Figure 2 illustrates the decomposition of LDPC erasure codewords and multiple
data fragments that protected by individual CRC. The original data segment is
decomposed into l fragments protected by individual CRC respectively, while the
parity segment is decomposed into f fragments. Therefore, length of all fragments is
ni þ lþ fð ÞkCRC bits, in which length of data segment and parity segment is ko þ lkCRC
bits and ni � ko þ fkCRC bits respectively.

In this paper, CRCs in p will be used in three ways below. The first is to detect
errors in fragments so that the decision that whether the decoding procedure is nec-
essary could be made; the second is to decide which fragments should be erased or used
as correct information in the decoding procedure; the last is to early terminate the
decoding process by checking whether all data fragments could satisfy CRCs. If a

Input
Data

LDPC
Erasure
Encoder

CRC
Encoder

RAM/
Flash

Output
Data

LDPC
Erasure
Decoder

CRC Check

m c p

p’c’m’

Fig. 1. In the write-in part (top): the input data is encoded by LDPC Erasure Encoder, then
decomposed into different fragments protected by individual CRC. In the read-out part (button):
the read-out packages that do not pass CRC check will be erased and recovered by LDPC erasure
decoder.
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fragment is decided as correct one by its CRC, it is assumed to be correct despite the
undetected error of its CRC. Then, when the decoder is initialized, bits inside this
fragment will be treated as correct bits. Due to the small probability that bit-flips caused
by SEUs happened more than once in such a small fragment of data, the probability of
undetected error is sufficiently small.

3 LDPC Erasure Decoding Based on CRCs

3.1 CRC-Aided LDPC Erasure Decoding

The proposed CRC-Aided LDPC erasure decoding algorithm is based on the peeling
decoding (PD) in [10]. To describe PD, an LDPC erasure code should be represented as
a Tanner graph [11, 12], which is constituted by a set of variable nodes connected to a
set of check nodes. The PD is initialized by removing all the variable nodes whose
corresponding bits are not erased and complementing the parity of check nodes con-
nected to removed nodes whose value are 1. Then at each iteration, the PD looks for
degree-one check nodes and gives their parity value to connected variable nodes, and
removes those variable nodes while reverses the parity of check nodes connected to
them if their value is 1. The PD will stop decoding if a codeword is obtained (i.e.
decoding successes) or there is no more check nodes with one degree (i.e. decoding
fails).

To describe the proposed algorithm, some notations should be made. The
parity-check matrix of LDPC erasure codes is denoted as H, and described as

H ¼

h1;1 h1;2 � � � h1;ni�1 h1;ni
h2;1 h2;2 � � � h2;ni�1 h2;ni
..
. ..

. . .
. ..

. ..
.

hm�1;1 hm�1;2 � � � hm�1;ni�1 hm�1;ni
hm;1 hm;2 � � � hm;ni�1 hm;ni

2
666664

3
777775

ð3Þ

where hr;q 2 0; 1f g is the elements in H, in which r ¼ 1; 2; . . .;m and q ¼ 1; 2; . . .; ni,
and m ¼ ni � ko is the number of rows in H. Let the decoded codeword and the number
of erased bits in each parity-check equation to be ĉ ¼ fĉqg for q ¼ 1; 2; . . .; ni and
Ceb ¼ Cr

eb

� �
for r ¼ 1; 2; . . .;m, respectively.

Data 1

Data Parity

CRC Data 2 CRC Data l CRC... CRCParity 1 Parity f CRC...

Decomposition

ko bits ni-ko bits

ko+lkCRC bits ni-ko+fkCRC bits

Fig. 2. Decompose of LDPC erasure codewords (top) into multiple fragments (button) protected
by individual CRC.
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With these notations, the CRC-Aided LDPC erasure decoding algorithm is
described in the following steps, where the major contribution of this paper is Step 4.

Step 1. Initialization. Initialize the decoded codeword ĉ ¼ fĉqg for q ¼ 1; 2; . . .; ni
using CRC check results

ĉq ¼ 0; if p0q is erased
ĉq ¼ 1� 2p0q; if p0q is correct

	
; p0q 2 0; 1f g; q ¼ 1; 2; . . .; ni; ð4Þ

and set the erased bits counter Ce to the number of bits that are erased,
namely the number of zeroes in ĉ

Ce ¼ ni �
Xni
q¼1

ĉq
�� ��; ð5Þ

count the number of erased bits in each parity-check equation

Cr
eb ¼

X
chr;q ¼ 1
ĉq ¼ 0

hr;q; if
Y
hr;q¼1

ĉq 6¼ 1; r ¼ 1; 2; . . .;m; q ¼ 1; 2; . . .; ni: ð6Þ

Step 2. Correct erased bits. Search in Ceb and find r that let Cr
eb ¼ 1. Update the only

erased bits in this parity-check equation

ĉq ¼
Y

hr;q0 ¼ 1
q0 6¼ q

ĉq0 ;C
r
eb ¼ 1; r ¼ 1; 2; . . .;m; q ¼ 1; 2; . . .; ni: ð7Þ

Step 3. Update Ce and Ceb with (5) and (6), respectively.
Step 4. Stop decoding. If any condition below is satisfied, the decoding process will

terminate and declares a success decoding.
(1) Ce ¼ 0;
(2) All fragments in data segment can pass CRCs check.

If any condition below is satisfied, the decoding process will terminate and declares a
fail decoding.

(1) Ce 6¼ 0, while Cr
eb 6¼ 1, for any r ¼ 1; 2; . . .;m;

(2) The number of iterations reaches the max iteration number.

Otherwise, the decoding process will continue and add the number of iterations by 1.
It is noted that the decoded codeword ĉ is also an updatable indicator that indicates

bits that been erased, when a bits is erased due to CRCs its corresponding ĉq is 0.
Moreover, compared with conventional PD, decoders using the proposed algorithm can
employ parallel structure to reduce decoding delay.
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3.2 Selection of CRC

The proposed CRC-Aided LDPC erasure decoding algorithm is based on the CRCs,
and the performance of it relies on the error detection capability of CRC. Thus,
selecting efficient CRC is important. Normally, the undetected error probability Pud is
used to evaluate the performance of CRC [13], which is given by

Pud ¼
XN
j¼1

Ajp
j 1� pð ÞN�j ð8Þ

where N is the length of data that CRC protects, p is the bit error probability, the set
Aj

� �
is the weight distribution of generator polynomial g xð Þ, while R is the order of

g xð Þ. To find the optimal CRC code, there is the tremendous code space need to be
searched, which is not an easy work. However, [13] has reported many efficient and
proper CRC codes. From [2], the bit-flips caused by SEUs is at most 4 times per day
every 1 Mb, in other words, the bit error probability is less than 10−10 such that Pud is
even small. Hence, the CRC code used could be selected from [13].

4 Simulation and Implementation Results

Simulations of the CRC-Aided LDPC erasure decoding algorithm regard the code error
rate (CER) and average number of iterations (ANI) to verify error performance and
decoding speed of it. In all experiments, the erasure channel model describe in [14] is
employed, and the maximum number of iteration and codewords are 100 and 106. The
employed LDPC erasure codes and proper CRC codes are described in the CCSDS
standard [15] and [13], respectively.
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Fig. 3. Codeword error rate (CER) versus bit error probability (BEP) p.
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To confirm that the proposed method has a better performance for correcting
storage errors, different configurations have been applied under the same code rate and
compared with Min-Sum (MS) Algorithm. Figures 3 and 4 indicate the CER perfor-
mance and ANI of proposed algorithm, which show that the proposed algorithm has
outperformed in both CER and ANI compare to MS. However, CRC codes with
different lengths effect the performance of proposed algorithm, longer CRC codes owns
better performance, as longer CRC codes owns lower undetected error probability. But
longer CRC codes require extra storage space and hardware. Hence, to meet the
requirements, multiple simulations, like CER and ANI performance, should be con-
ducted when proposed method is employed.

In order to evaluate the complexity of proposed method, both proposed methods
and MS algorithm using (512,246) LDPC aided by 9 bits CRC has been implemented
on a Xilinx Virtex5 FPGA. Table 1 shows the implementation results of both methods,
from where it is can be observed that the proposed algorithm require less on hardware
because of its correcting step could achieved using one-bit addition operations, instead
of several multi-bits operations. Thus, the proposed method outperforms MS both in
error correcting and hardware requirements.
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Table 1. The implementation of proposed algorithm on FPGA

Logic utilization Proposed MS

Slices 148 576
LUTs 180 436
Block RAMs 2 4
Max clock 357.3 MHz 280.6 MHz
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5 Conclusions

Using CRC codes to detect errors in stored data, a new method is proposed using
LDPC erasure codes correct data errors caused by SEUs. In this method, message
encoded by LDPC erasure codes are decomposed into several fragments, each of which
are protected by individual CRC, so that fragments fail to pass CRC check can be
detected and then corrected by LDPC erasure decoding process. Due to the accuracy
and implementing fitness of its correcting step, the proposed algorithm is more efficient
and requires less on hardware compare with MS algorithm with CRCs.
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