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Abstract. Localization method is critical issues in Wireless Sensor Network
(WSN) system. The existing node localization algorithms, especially
range-based algorithms, did not consider the distances measured error and this
may result in severe location errors that degrade the WSN performance. In this
paper, a new algorithm called Support Vector Machine based Range-free
localization (RFSVM) algorithm in WSN is proposed. This algorithm intro-
duced a new matrix called transmit matrix which maps the relationship between
the hops and distance. And use the SVM model to estimate the position of
unknown nodes. This algorithm does not need any addition hardware, and the
experiments shows that it can lead to the localization accuracy character good
enough.
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1 Introduction

One of the critical issues in Wireless Sensor Network (WSN) research is to determine
the physical positions of nodes [1]. This is because: information from the sensors is
useful only if node location information is also available; additionally, some routing
protocols use position to determine viable routes [2, 3]. The process of determining the
position of WSN nodes is known as localization. The objective of localization is to
determine the virtual or physical coordinates of each node in the network [4]. Along
with the employing in military activities such as reconnaissance, surveillance [5], and
target acquisition [6], environmental activities [7], or civil engineering such as structural
health measurement [8], the localization system becomes a significant base in WSN.

A simple way to ensure this is to equip every node in the WSN with GPS. Due to
economical issues, only a small subset of the network can affordably be equipped with
GPS; such nodes are called anchor nodes, or beacons. An automatic localization
process is required for the rest of the nodes (unknown nodes) in the network, using the
anchor nodes as reference points. This process is commonly known as location
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discovery (LD) [9]. The existing node localization algorithms can be divided into
Range-based and Range-free algorithms.

Range-based employed distance measurements between sensor nodes through a
received signal strength indicator (RSSI), time of arrival (TOA), or time difference of
arrival (TDOA), the angle can be measured by the angle of arrival (AOA) [10] and
et al. However, the distances measured among the nodes in a WSN usually contain
errors. These errors range from slight errors to large ones, and are difficult to charac-
terize by a standard model such as Gaussian. These distance measurement errors may
result in severe location errors that degrade the WSN performance, and therefore
should be taken into account during the LD. Range-free algorithms do not need
absolute range information. Typical range-free algorithms including centroid, DV-Hop
[11], amorphous [12], APIT [13], etc. The authors in [14] proposed a coarse grained
range-free algorithm to lower the uncertainty of nodes positions using radio connec-
tivity constraints. In [15], the authors used geometry method to determine the sensor
node location based on the cross point of the two chords in a circle. The range-free
algorithms are more economical, cost-effective, and feasible for the large-scale WSN.
However, the Range-free always have accuracy problem.

In this paper, a new algorithm called Support Vector Machine based Range-free
localization (RFSVM) algorithm in WSN is proposed. This algorithm first introduced a
new matrix called transmit matrix which maps the relationship between the hops and
distance. Then use the transmit matrix to calculate the training vector data and test
vector. Finally, establish the SVM model and estimate the position of unknown nodes.

2 Network Model and Assumptions

Suppose that we have MþN nodes, n1; n2; � � � ; nM�1; nM ; nMþ 1; � � � ; nMþNf g, random
deployed in a two-dimension space ½0;D� � ½0;D�. Among them, M nodes
n1; n2; � � � ; nMf g are anchor nodes, the locations of which are supposed to be known.

The anchors are randomly static deployed in WSN with density qL. Other nodes
nMþ 1; nMþ 2; � � � ; nMþNf g are regarded as unknown nodes, and they are randomly

deployed with a density qS; qS � qL. We assume the communication radius of each
node is R.

3 The Design of RFSVM Algorithm

The localization process of RFSVM algorithm can be divided into three steps, which
are transmit matrix obtained, SVM [16] model build and localization. The WSN is
initialized and transmit matrix is got in the first step. Then, the localization system get
the SVM model through the training vector date which is calculated by the transmit
matrix. Finally, the unknown nodes justify which area is it in using SVM method. The
whole process of RFSVM algorithm is shown in Fig. 1.
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3.1 Transmit Matrix Obtained

First of all, the anchors are separated into two parts: basic anchor niði ¼ 1; 2; � � � ;KÞ
and test anchor njðj ¼ K þ 1;Kþ 2; � � � ;MÞ. Let H be the hops vector between the ith
basic anchor node and the other basic anchor nodes, therefore
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Fig. 1. The process of RFSVM algorithm
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The distance vector between them can be calculated as
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Then, let us think about a linear matrix called transmit matrix T which optimally maps
the hops vector H to the geographical distance D,
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where ti;j represents the effect of proximity to the jth basic anchor node on the geo-
graphic distance to the ith basic anchor node. We derive the transition by minimizing
the following square error for i ¼ 1; 2; � � � ;K

ei ¼
XK
k¼1

ðdi;k � tihkÞ2 ¼ dTi � tiH
�� �� ð1Þ

Finally, our goal is to minimize (1). Therefore, the transmit matrix T could be
obtained through this equals.

3.2 SVM Model Constitution

In this step, each dimension of WSN coordinate value is separated into M pieces for M
classes. So, in the two-dimension space ½0;D� � ½0;D�, we have M classes
cx1; cx2; � � � ; cxMf g in x dimension and M classes cy1; cy2; � � � ; cyMf g in y dimension.

Then, each anchor nj ðj ¼ K þ 1;Kþ 2; � � � ;MÞ computed the distance to all other
anchor nodes ni ði ¼ 1; 2; � � � ;KÞ using the transmit matrix T. Supposed that the hops
between nj and ni is hij, therefore
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And the estimate distance matrix between nj and ni is
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Where, D0
j ¼ d0j1 d

0
j2 � � � d0jk

h iT
j ¼ K þ 1;Kþ 2; � � � ;Mð Þ. Thus, a distance vector

d0j1; d
0
j2; � � � d0jK

h i
is constructed in each anchor nj, d0ji distance between test anchor nj

and basic anchor ni.
Because of the position acknowledgement in test anchor nj, the location classes of it

known as ðcxj; cyjÞ. Then, transform the anchor nodes nj distance vector

d0j1; d
0
j2; � � � ; d0jK

h i
into the training data which are d0j1; d

0
j2; � � � d0jK

h i
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n o
in x

dimension and d0j1; d
0
j2; � � � d0jK

h i
; cxj

n o
in y dimension. Therefore, two SVMs will be

built with a Gauss kernel function as formula (4)

Kðx; xiÞ ¼ expf� x� xij j2
r2

g ð4Þ

In each SVM, arbitrary test data x can be classified by

f ðxÞ ¼ sgnf
Xl

i¼1

a�i yiKðxi; xÞþ b�g ð5Þ

Where xi is support vector, yi 2 f�1; 1g is class label corresponded to xi, Kðx; xiÞ is
kernel function, a�i is Lagrange multiplier corresponded to xi, b� is classification
threshold value and sgn is symbol function.

Through calculating the training data, support vector xi, Lagrange multiplier a�i ; and
classification threshold value b� are achieved for two SVMs respectively.

3.3 Localization

Like step 2, first we estimate the distance between the unknown nodes
nkðk ¼ Mþ 1;Mþ 2; � � � ;NÞ and the basic anchors niði ¼ 1; 2; � � � ;KÞ. Supposed that
the hops between nk and ni is hik, therefore
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H ¼ ½HMþ 1 HMþ 2 � � � HMþN � 2 ZK�N ð6Þ

And the estimate distance matrix between nkS and niS is

D0 ¼ T�H ¼
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Where, D0
k ¼ d0k1 d0k2 � � � d0kK½ �T k ¼ Mþ 1;Mþ 2; � � � ;MþNð Þ.

Thus, the test vector date of nk can be denoted as d0k1; d
0
k2; � � � d0kK

� �� �
. By con-

sidering the distance vectors in unknown nodes as testing data x, the classes of two
coordinate values are attained according to Eq. (5). If the classes of two coordinate
values of node nk are ðcxi; cyjÞ, which are decided by SVMs, the node nk is believed to
locate in the cubic unit i� 1ð ÞD=M; iD=M½ � � j� 1ð ÞD=M; jD=M½ �. The cubic unit
centroid ði� 1

2ÞD=M; ðj� 1
2ÞD=M

� �
is used as the estimated position of the node nk.

The maximum error of localization for node nk is
ffiffiffi
2

p
D
�
2M, when the SVMs perform

correct classification.
The process of SVM model constitution and localization step is shown in Fig. 2.

4 Emulation and Analysis

In this paper, MATLAB simulation environment is used to simulate and analyze the
two-dimension localization algorithm. Supposing all nodes is distributed randomly in a
two-dimension space, which is 50 m x 50 m in size. The two-dimension space is
divided into 25 small cubic units, which are 10 m x 10 m in size. Thus, the distance of
every dimension is D = 50 m, and the number of classes for every dimension is M = 5.
In all of the experiments, the total number of nodes is set to N = 250 (50 anchor and
200 unknown node). The communication radius is assumed to be R = 25 m. Due to the
random distribution of sensor nodes, the randomness of the localization result derived
from the experiment can not be ignored. The experiment is repeated for 50 times on the
same network parameter settings and use statistical methods to obtain accurate
experimental results. All nodes will be laid in two-dimension region uniformly and
randomly in each experiment. Therefore, the error of all unknown nodes location is
shown in Fig. 3.

As shown in Fig. 3, the estimate errors of unknown nodes are less than 5 m when
the communication range is 25 m. In the other words, the accuracy of the RFSVM
algorithm is more than 80%. And if we set more anchors in the networks, we will get
more accuracy of the nodes localizations.
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5 Conclusions

In this paper, a new algorithm called Support Vector Machine based Range-free
localization (RFSVM) algorithm in WSN is proposed. This algorithm introduced a new
matrix called transmit matrix which maps the relationship between the hops and dis-
tance. Then use the transmit matrix and SVM method to get the unknown nodes
position. The whole algorithm does not need any addition hardware such as RSSI,
antennas et al. The experiment shows that the accuracy of the RFSVM algorithm is
more than 80%. Along with the anchor number increasing, the location of nodes will be
more accuracy.
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