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Abstract. With rapid adoption of advanced wireless sensors in last
decades, industrial wireless sensor networks (IWSNs) are increasingly
deployed in the industries for various applications. Sleep scheduling is a
common approach in IWSNs to overcome network lifetime problem due
to energy-constrained sensor nodes. However, in real-environment, node’s
transmit power varies in different directions due to non-isotropic nature
of electromagnetic transmission, path-loss, noise, and temperature. Thus,
radio irregularity results in link asymmetry, thereafter, affects the per-
formance of sleep scheduling in IWSNs. In this paper, we evaluate the
impacts of radio irregularity on sleeping probability and lifetime per-
formances of well-known connected k -neighborhood (CKN)-based sleep
scheduling algorithms in duty-cycled IWSNs. We derive the upper-limit
of sleep probability with radio irregularity variables. From the exten-
sive simulations, we show that radio irregularity increases the number
of awake nodes in duty-cycled sensor networks, therefore, network life-
time decreases with increasing values of link asymmetry parameters.
Finally, an adverse impact of radio irregularity is observed in higher
k-value in CKN-based algorithm due to more awake nodes to satisfy the
k-connectivity in presence of link asymmetry.

Keywords: Industrial wireless sensor networks · Radio irregularity ·
Duty-cycled IWSNs · CKN-based sleep scheduling

1 Introduction

Recently, with the fast development of various emerging technologies in sens-
ing devices and towards Industry 4.0 of traditional factories, industrial wireless
sensor networks (IWSN) has become a global interconnection between manage-
ment and factory products in large-scale industries [3,5]. Wireless sensor nodes
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Fig. 1. Link asymmetry due to radio irregularity. (a) B, C, D, and E nodes are
1-hop neighbor of node. Node B decides to wake up at a given instance. (b) How-
ever, linkA→B is significantly different from linkB→A due to the link asymmetry.

are widely deployed to many applications, e.g., robotics, large-scale pipeline and
equipment monitoring, fault diagnosis, and toxic gas leakage detection. Due to
their advantage of low cost, ease of deployment, energy efficiency, and mobility
compared to the traditional wired field-bus, an IWSN is a promising approach
for manufacturers as well as plant designers.

Constrained by limited physical sensor size, difficult access (e.g., heat
exchange tube and rotating machines), and limited energy harvesting possibili-
ties, IWSNs inherit limited lifetime problem of traditional WSNs. Sleep schedul-
ing is one of the effective approaches to prolong network lifetime. Sleep scheduling
allows a sub-set of deployed nodes to be awaken, while other nodes go to sleep
for a certain amount of time to conserve their energy.

Among the extensive studies in duty-cycled WSNs [1,6], connected
k -neighborhood (CKN) [4]-based approach has drawn a significant interest due to
the following reasons: (1) each node have at least min(Nu, k) awake neighbors in
each epoch, where Nu is the set of 1-hop neighbors of node u and k is any positive
integer, (2) all awake nodes will be connected, (3) every node (awake or sleep)
has an awake neighbor, and (4) the set of awake nodes changes from epoch to
epoch. The CKN algorithm efficiently reduces the number of active nodes while
keeping the network k-connected. Recently, we proposed several CKN-based
sleep scheduling schemes such as energy-consumption-based CKN (EC-CKN) [8],
geographic routing-oriented sleep scheduling (GSS) [13], geographic-distance-
based connected k-neighborhood for first path (GCKNF) [13] and geographic-
distance-based CKN for all paths (GCKNA) [13], collaborative location-based
sleep scheduling (CLSS) [11], and priority-based sleep scheduling (PSS) [12] in
duty-cycled WSNs.

Since the low-power link quality in IWSNs strongly depends on the radio
characteristics of the sensor nodes, radio irregularity [10] has a heavy impact on
the performance of IWSNs. In the literature, several experimental studies have
been presented in [2,7,9] to characterize the low-powered link through real-world
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Fig. 2. (a) Example of binary perfect-reception within the transmission range.
(b) However, the links are highly unreliable due to transitional region in real-
deployment.

measurement with different assumptions and scenarios. However, apart from the
cross-technology interference due to coexisting wireless devices with IEEE 802.11
b/g (WiFi), IEEE 802.15.1 (bluetooth), and IEEE 802.15.4 (ZigBee) standards,
path loss, non-isotropic nature such as diffraction, scattering, and reflection of
electromagnetic (EM) transmission, temperature, equipment noise are respon-
sible for radio irregularity in low-powered IWSNs. This radio irregularity often
results in link asymmetry as shown in Fig. 1. Link asymmetry is not always corre-
lated with distance, rather is mainly located at the transitional region [14] where
the received power is not good enough to correctly decode the packet. As shown
in Fig. 2, a large number of links are unreliable in the transitional region in the
dense deployments due to high-variance in reception rates and asymmetric con-
nectivity. In addition, the transitional region of any nodes creates interference
to its neighbor nodes, and leads to packet-error-reception (PER). Although the
sleep scheduling algorithms [1,4,6,8,11–13] provide the efficient way to increase
the network lifetime, however, none of them consider effects of the radio irregu-
larity [2,9,10] in their schemes.

The focus of this paper is to investigate the effect of radio irregularity on the
duty-cycled IWSNs. We evaluate the performance of sleeping probability with
the link asymmetry and number nodes that have this asymmetric problem in
the CKN-based sleep scheduling. We further derive the upper-limit of sleeping
probability for the CKN-based sleep scheduling algorithms in presence of the
radio irregularity.

The rest of the paper is organized as follows. Section 2 presents the system
model. The analysis of CKN-based schemes with radio irregularity is conducted
in Sect. 3. The simulation results are presented in Sect. 4. Finally, conclusions
are drawn in Sect. 5.
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2 System Model

2.1 Network Model

We consider a multihop WSN with uniformly and randomly deployed sensor
nodes in a large-scale 2-dimensional industrial sensing field. Let G = (S,E) be a
network graph, where S = {s1, s2, . . . sN} and E = {e(1, 2), e(1, 3), . . . , e(N,N)}
are the set of sensor nodes with total N number of sensor nodes and the set
of edges between sensor nodes, respectively. Two sensor nodes {u, v} ∈ S are
called 1-hop neighbor if they are within the transmission region of each other
and e(u, v) ∈ E. We assume bi-directional communication between 1-hop neigh-
bors. It is assumed that MAC layer will mask the unidirectional links and pass
the bidirectional links. Any two nodes {u, v} ∈ S belong to 2-hop neighbor if
e(u, v) /∈ E, however, there exists a node k ∈ S with {e(u, k), e(k, v)} ∈ E. The
location of any sensor node along with its 1-hop neighbors can be obtained by
possibly using the global positioning system (GPS) or other techniques such as
triangulation or localization. The sink node knows the location and IDs of all
nodes. We also do not consider the energy consumption aspect in this research
work as we assume that the industrial sensor nodes can harvest energy from envi-
ronment by using additional device, e.g., solar power panel. It is also assumed
that each node has the same functionality and sensing capability. With a very
large number of sensor nodes, we ensure a well-connected WSN in deployed area.

2.2 Radio Irregularity Model

We consider radio irregularity model (RIM) in [10]. Assume that each node u
loses its unidirectional link linku→v to any node v ∀v ∈ Nu with a probability
α(u) at each instant due to time-varying nature of radio irregularity. Since we
assume RTS/CTS-based link scheduling, quality of the bi-directional link l(u, v)
strongly depends on α(u) and α(v) ∀v ∈ Nu. Let β be the ratio of the number of
nodes with link asymmetry and the total number of deployed nodes in a given
area A. We observe that quality of bi-directional link depends on individual
loosing connection, i.e., α(u) as well as number of nodes that suffer from link
asymmetry, which is related to β. Without loss of generality, we denote α(u)
and β as link asymmetry and node asymmetry, respectively. For the sake of
simplicity, we drop u from α(u) in the rest of the paper.

3 Performance Analysis of CKN-Based Sleep Scheduling
with Radio Irregularity Model

3.1 Sleep Probability Without Radio Irregularity

The probability that any node u has n neighbors in uniformly and randomly
distributed WSNs with N nodes within an area A is given as

P (|Nu| = n) =

(
ρπr2

)n

n!
exp

(−ρπr2
)
, (1)
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where ρ = N/A is the node density. Thus, the expectation of the 1-hop neigh-
bors of u is given as E [|Nu|] = ρπr2. We denote Nu and N ′

u are the set of
the uth 1- and 2-hop neighbors, respectively. The probability that the graph
G is k-connected is

P (G)k-connected =

(

1 −
k−1∑

n=0

(
ρπr2

)n

n!
exp

(−ρπr2
)
)N

(2)

Similarly, we deduce the probability that the graph GCu+C′
u

is connected as
follows

Prob1 = P
(
GCu+C′

u

)
1-connected

=
(
1 − exp

(−ρ′πr2
) )(|Cu|+|C′

u|)
, (3)

where ρ′ = |S′|/A, Cu, C ′
u, and S′ are the subset of Nu, N ′

u, and S whose
rank ≤ ranku, where ranku is the random rank that the senor node u picks
randomly. Therefore, the probability that the graph GNu

is k-connected in Cu

is expressed as

Prob2 = P (GNu∼Cu
)k-connected =

(

1 −
k−1∑

n=0

(
ρ′πr2

)n

n!
exp

(−ρ′πr2
)
)|Cu|

(4)

Therefore, the sleep probability of the node u in CKN-based sleep scheduling
is expressed as Psleep(u) = Prob1 × Prob2, where Prob1 and Prob1 consider the
two conditions of the CKN algorithm as (1) the graph GCu+C′

u
is connected and

(2) the graph GNu
is connected by Cu nodes, respectively.

3.2 Sleep Probability with Radio Irregularity

The probability that any node u with loosing neighbor connection probability
α(u) has n neighbors with a uniformly and randomly distributed WSN in an
area A is given as

P (|Nu| = n)Irregular =

(
β(1 − α)ρπr2 + (1 − β)ρπr2

)n

n!
× exp

(−β(1 − α)ρπr2 − (1 − β)ρπr2
)

=

(
(1 − βα)ρπr2

)n

n!
× exp

(−(1 − βα)ρπr2
)

(5)

Thus, the probability that the graph G is connected in presence of radio
irregularity is given as

P (G)Irregulark-connected =

(

1 −
k−1∑

n=0

(
(1 − βα)ρπr2

)n

n!
exp

(−(1 − βα)ρπr2
)
)N

. (6)
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Table 1. Simulation parameters

Parameters Values

Network size 600×600 m2

Number of sensor nodes 200 to 1000

k-value in CKN 1 to 10

Transmission radius 60 m

Eelec 50 nJ/bit

Eamp 50 nJ/bit/m2

Initial energy 100000 mJ

Time epoch 1 min

Packet size 12 byte

Packet number 1000× 3276832768

Using (3), (4), (5), and (6), the sleep probability of the node u with the link
asymmetry becomes

Psleep(u)Irregular =
(
1 − exp

(−(1 − βα)ρ′πr2
) )(|Cu|+|C′

u|)

×
(

1 −
k−1∑

n=0

(
(1 − βα)ρπr2

)n

n!
exp

(−(1 − βα)ρπr2
)
)|Cu|

. (7)

Note that the sleep probability in presence of radio irregularity is less than that
without radio irregularity. Therefore, more number of nodes are awakened to
satisfy the k-connectivity in duty-cycled WSNs with radio irregularity.

4 Simulation Results

In this section, we evaluate the impact of radio irregularity on sleeping rate and
network lifetime of the CKN-based sleep scheduling in WSNs.

4.1 Simulation Setup

We conducted extensive simulation using the WSN simulator NetTopo1. For
each number of deployed sensor nodes, we average the results over 100 network
topologies with different seeds. The number of sensor nodes ranges from 200
to 1000 (each time increased by 100). The simulation parameters are summa-
rized in Table 1. The network lifetime is defined as the instant from the network
deployment to the instant when the first sensor node runs out of energy.

1 NetTopo (online at http://sourceforge.net/projects/nettopo/) is an open source soft-
ware for simulating and visualizing WSNs.

http://sourceforge.net/projects/nettopo/
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Fig. 3. Sleep rate with probability of link and node asymmetry in 600 and 800 numbers
of deployed nodes with different k-value in CKN-based sleep scheduling.

4.2 Sleep Rate vs. k-Value with Different Node Density

To illustrate the impact of radio irregularity, Fig. 3 shows sleeping probabil-
ity of CKN-based sleep scheduling with α = 0.4, and β = 0.2 and 0.4. As
observed in Fig. 3, the sleep-rate degrades with higher k -value due to more num-
ber of awaken node to satisfy the k-connectivity. Since less number of nodes are
awaken to maintain k-value in CKN algorithm, the sleeping rate is higher in
800 node deployment compared to 600 nodes. The sleeping probability degrades
with the irregularity parameter α = 0.4 and β = 0.2 for both 600 and 800
node deployment. The reason is that more nodes have to be awaken to maintain
k-connectivity due to link asymmetry nature. Furthermore, as β, which is the
probability that how many nodes with asymmetric link, increases from 0.4 to
0.2, the impact is more compared to the previous value. To obtain a sleeping rate
about 0.07, the maximum k-value can be satisfied upto 4 and 3 for {α = 0.4,
β = 0.2} and {α = 0.4, β = 0.4}, respectively with 600 nodes.

4.3 Sleeping Rate vs. Radio Irregularity Variable

Figure 4 illustrates sleep rate for CKN-based sleep scheduling with different prob-
abilities of link and node asymmetry in duty-cycled IWSNs. From Fig. 4, we
observe that sleep rate reduces with higher values of irregularity variables α and
β. As observed in Fig. 4(a) and (b), sleep probability is 0.07 with α = 0.4 and
β = 0.4 with a number of node deployment of 200 with k = 1. We observe that
almost all the nodes are awaken beyond α = 0.5 and β = 0.6 for k = 3. Thus, the
sleeping probability tends to zero as shown in Fig. 4(b). Accordingly, from the
Fig. 4(c) and (d), we see that the sleeping rate is higher in 600 node deployment
compared to 200 node deployment with k = 1 and k = 3, respectively, due to
more number of sensor deployment. However, at higher k-value, the sleep rate
degrades due to the increasing probabilities of link asymmetry and nodes with
asymmetric nature. The performances of 1000 node deployment are shown in
Fig. 4(e) and (f) with k = 1 and k = 8, respectively. The sleeping probability is
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Fig. 4. Sleep rate with probability of asymmetric node and different link asymmetry
at various numbers of deployed nodes with k value in CKN-based sleep scheduling.

higher compared to the previous node density, however, at a high deployment
cost. We also observe that the k -value can be maintained upto 8 with α = 0.4
and β = 0.8 with 1000 nodes. From the results we confirm that impact of radio
irregularity is more in higher k-value in CKN algorithm since more number of
deployed nodes are awaken to maintain k-connectivity in asymmetric nature of
the radio link.
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Fig. 5. Network lifetime with the probability of asymmetric node and different link
asymmetry in the CKN-based sleep scheduling.

4.4 Life Time vs. Irregularity Variables

In order to see the relationship between the network lifetime and radio irregu-
larity variables, we present the simulation results in Fig. 5. The network lifetime
decreases with the increasing values of radio irregularity parameters α and β.
As the link asymmetry becomes more serious with higher α value with more
number of asymmetric nodes, i.e. β, the round of duty cycle decreases due to
more number of awake nodes.

5 Conclusion

In this paper, we investigated the impact of radio irregularity on sleep prob-
ability for CKN-based duty-cycled IWSNs. We observed that more number of
deployed nodes are awakened to satisfy higher k-constraint in presence of radio
irregularity. The extensive simulation results further support the adverse impact
of link asymmetry of the nodes as well as the number of nodes that have link
asymmetry. In addition, our analysis shows that sleeping probability decreases
when the radio links become more asymmetric in duty-cycled IWSNs.
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